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F r o m  t h e  E x e c u t i v e  E d i t o r  

The Department of Defense (DoD) has devel-
oped five major goals for Modeling and Simu-
lation (M&S). One of these is educating the 
workforce.  Specifically, this goal calls for people 
that are well trained; that employ models, 
simulation, and data to support departmental 
objectives; and that advance M&S to support 
emerging departmental challenges. This issue 
of the M&S Journal is focused on M&S education 
and its effect on workforce development.  

This issue of the M&S Journal contains four 
informative papers on recent initiatives and 
strategies relating to educating the force.  The 
article on the “Training Platoon Leader Adaptive 
Thinking Skills in a Classroom Setting” show-
cases how M&S education is developing new 
modalities for advancing workforce develop-
ment.  The next two papers summarize a model 
for university-level M&S education and review 
the return on investment for learner modeling 
techniques.  Finally, the last article presents a 
framework to educate decision makers about 
the value and limitations of M&S.   

Our Guest Editor, Mr. Roger Samuels, Chief of 
the Army Simulation Proponent and School, 
provides an editorial on Army M&S Training and 
Education Programs. Having completed one 
of these programs, the civilian Career Program 
36 (CP36), I can say that specialized knowledge 
about Simulation Operations, and the integra-
tion of M&S and Mission Command systems, has 

played a critical role in my development as an 
M&S Professional.  For my Developmental  
Assignment at the Korea Battle Simulation 
Center (KBSC), US Army Garrison-Yongsan, 
Seoul, Republic of Korea, I served as Assistant 
Operations Officer for exercise Key Resolve 
2009.  There I learned how data, tools, and web 
services are used to create a realistic operational 
environment for over 25,000 participants of 
Joint and Combined theater-level training.  

Developing and maintaining a pool of skilled 
scientists and engineers is critical to achieving 
our national objectives. The Modeling and 
Simulation Coordination Office (M&SCO) 
has established a way forward to guide its 
investments toward a well trained workforce: 
encourage the development, coordination and 
maintenance of M&S training and education 
programs throughout the DoD; promote M&S 
education within existing Service and career 
training programs; establish and maintain part-
nerships with academia and industry providing 
M&S education, training, and certification; and 
promote forums to exchange information and 
ideas on M&S topics.   In addition, M&SCO has 
an on-going effort to improve the M&S work-
force e-learning offerings through the Defense 
Acquisition University (DAU).  

I learned a lot from reading these articles on 
education in this issue of the M&S Journal.   
I hope that you do too.   

J. David Lashlee, Ph.D., CMSP
Associate Director for Data  

Modeling and Simulation Coordination Office 
(M&SCO)
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Guest Editorial

  

Roger S. Samuels 
Chief, Simulation Proponent & School

Headquarters, Department of the Army
Deputy Chief of Staff G8, Center for Army Analysis

editorial

The use of modeling and simulation (M&S) is continually 
evolving and enhances everything from military readi-
ness, to business processes, to every area of medical care.  
M&S can provide a pivotal bridge to testing, concepts, and 
innovations in those instances where either systems do not 
yet exist, or real life systems cannot be utilized in experi-
mentation or observation because of resource, security, 
or safety limitations.  The effective use of M&S reduces the 
total life cycle costs of programs across the Services and 
Industry and the DoD M&S Strategic Vision has reinforced 
both the need for M&S and a trained and ready workforce. 
And in July 2007, the U.S. House of Representatives passed 
Resolution 487, declaring M&S to be a “national critical 
technology.” [1]

In the 1990’s, the Army dedicated an officer functional 
area to the use of M&S. These military professionals, 
Functional Area 57 Simulation Operations Officers (FA57), 
have evolved to a force of over 500 positions in the Army’s 
Active, National Guard and Army Reserve components. 
Throughout the following decade, the Army continued to 
invest in key M&S resources, and in 2005, established both 
Civilian Career Program 36 (CP36) and the Army Modeling 
and Simulation School. Today, the military and civilian 
programs include close to 3,000 positions across the Army. 
All three programs are located in the National Capital Area 

within the Army Simulation Proponent and School, Deputy 
Chief of Staff, G8, Center for Army Analysis.  

Currently within the Army, we are studying the broad 
range of M&S knowledge, skills and abilities (KSAs) 
throughout the military and civilian population to better 
understand the requirements of a full range of jobs asso-
ciated with M&S. This will include those with very limited 
KSAs to those at expert levels.  This study, when completed, 
is intended to be exportable and integrated with DoD, 
Industry and Academia.  It will help guide overall resource 
expenditures in M&S Workforce development. The goal of 
the study is to:
•	 Identify and document the skill sets, and types of 

positions involved with M&S,  what they need to 
know about M&S and what is needed to educate, 
train and develop them.

•	 Identify and catalog education, current training 
and development opportunities for government 
employees.

•	 Cross reference knowledge, skills and abilities 
to specific job types and associated training and 
education.  

•	 Provide a workforce guide to ensure the workforce 
can identify M&S training and education 
opportunities.  

•	 Develop M&S use cases to better facilitate the use of 
M&S throughout the communities. 

•	 Identify training and education gaps to better 
synchronize development activities.

•	 Provide schools, private vendors, certifying 
organizations, and universities with a more complete 
picture of the workforce requirements. 

•	 Provide systematic and integrated workforce 
development through a comprehensive and 
sustainable development strategy. 

M&S also plays an important role in industry, from 
systems development to product improvements.  Its wide-
spread utility, both within the government and in industry, 
has driven an increased requirement for education, training 
and development.  Within the Army, FA57, CP36 and the 
Modeling and Simulation School are thriving examples 
today of the provisions for the vibrant use of M&S and 
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Some examples of FA57 success are evident in the live 
simulation support to operations at the National Training 
Center (NTC) at Fort Irwin, CA and the Joint Readiness 
Training Center (JRTC) at Fort Polk, LA.  FA57s also support 
unit collective training by leveraging virtual simulators 
such as the Close Combat Tactical Trainer (CCTT) to improve 
warfighting skills.  Through the use of constructive simula-
tions such as One-Semi Automated Forces (OneSAF) and 
the Joint Conflict and Tactical Simulation (JCATS), FA57s 
further new concepts and experimentation, as well as 
provide support to multi-echelon staff training.  FA57s 
frequently perform as Battle Command and Operational

Knowledge Management officers at units Army-wide, 
improving process and understanding by exploiting infor-
mation technology and linking it to the unit’s warfighting 
function. 

Career Program 36 (CP36)

CP36 [3] is a multi-faceted Army civilian career program 
for training, educating and developing analysis, modeling 
and simulation civilian human capital.  Developed and 
run by the Army Simulation Proponent and School, the 
program provides career guidance and funding enabling 
individuals to gain the necessary expertise to utilize the 
full capabilities of analysis, modeling and simulation.  
Civilians in over 20 different federal job series learn to 
develop, use, manage and integrate these technologies 
and processes at all levels throughout the Army and for all 
functions.  Analysis, modeling and simulation is pervasive 
throughout the Army, and is found in the Acquisition, 
Analysis, Operations, Testing, Training, Experimentation and 
Intelligence communities.

CP36 education, training and development are offered 
in a variety of formats, from certificate courses, industry/
university courses, distance learning, resident courses, 
and rotational assignments.  Both FA57 and CP36 offer 
advanced M&S degree opportunities. In addition, college 
graduates can enter into a CP36 two-year civilian Internship 
program.

Civilians in the CP36 program learn to use, apply, and 
manage analysis, modeling, and simulation to enhance the 
acquisition process and to analyze Army missions, activities 
and warfighting capabilities.  Those who have experienced  
CP36 education, development  and training often serve as 
technical experts in support of units, organizations and 

technology. To further understand the potential of M&S 
in the DoD requires a closer look into programs like these, 
and, as understanding increases, it will be clearly evident 
that further DoD workforce investments are critically 
necessary.

Functional Area 57 (FA57)

Simulation Operations FA57 [2] officers are integral to 
mission success. They provide the interface between the 
soldier and the technology, providing the Army with a 
distinct advantage.

These highly trained experts develop simulated envi-
ronments that support the mission with the development 
of training exercises based on the Commander’s training 
objectives and requirements. Armed with their operational 
experience and specialized training, they serve as a critical 
combat multiplier for the Warfighter. The FA57 officers’ 
further understanding of people, process and technology 
coupled with their operational experience, provides the 
Army with a unique capability to manage digital tactical 
operations centers, disseminate key/critical information 
and facilitate knowledge transfer. FA57’s are invaluable to 
the Army as M&S experts, mission command integrators, 
and operational knowledge managers.

FA57s provide expertise in planning and executing 
experiments, events, and exercises supported by M&S. 
FA57s build holistic training environments in support of 
the commander to ensure every aspect of the training runs 
effectively:
•	 FA57 officers enhance soldier and unit readiness and 

combat effectiveness with the use of live, virtual, 
constructive simulations, and gaming technology 
which enables them to create realistic environments 
of both current and future battlefields. 

•	 FA57s provide operational relevance and 
technical knowledge to support Army operations, 
testing, experimentation, combat and material 
developments.

•	 FA57s showcase their distinctive abilities by 
employing technology in support of mission 
preparation and Mission Rehearsal Exercises (MRE/
MRX) to enhance training while optimizing resources 
to support deploying forces.  This results in increased 
training and realism that is key to success on today’s 
complex and rapidly changing battlefield.

www.msco.mil/
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In summary, the Army continues to lead the way in 
developing both state of the art modeling, simulation, and 
system capabilities while also developing the dedicated 
personnel to effectively utilize them to their greatest poten-
tial.  Both the FA57 and the CP36 programs are designed 
to make a difference in soldiers’ lives.  They create environ-
ments that enable knowledge creation and enable the 
communities through the use of M&S tools and systems.  
A major benefit seen from these programs continues to 
be the bridging of the gap between the technology and 
the warfighters.  The growth of the military and civilian 
programs continues to reflect the Army’s sound invest-
ment in the military and civilian professionals to meet the 
most pressing challenges of today’s operational, technical, 
and resource constrained environments.  The enduring 
education, assignments, and technical training  not only 
develop and sustain this essential Army modeling and 
simulation workforce, but also  helps to further our collec-
tive knowledge and capabilities across all the Services, 
DoD and Industry.  This is essential as we educate, prepare, 
sustain and invest in our workforce to advance in today’s 
ever-changing technical world.

References

[1] Army Modeling and Simulation, Office of the Deputy 
Chief of Staff, G-8/CAA at http://www.ms.army.mil/
index.html .

[2]	 FA57 Simulation Operations Officer, Office of the Deputy 
Chief of Staff, G-8/CAA at http://www.ms.army.mil/
FA57/index.html.

[3]	 CP36 Analysis, Modeling & Simulation, Office of the 
Deputy Chief of Staff, G-8/CAA at http://www.ms.army.
mil/cp36/index.html.

[4]	 Army Modeling and Simulation School, Office of the 
Deputy Chief of Staff, G-8/CAA at http://www.ms.army.
mil/school/index.html.

commands, providing both the organizations and the Army 
with improved acquisition, analysis, training, operations 
and plans, testing, experimentation, and intelligence activi-
ties.  Specifically, Career Program 36 enables the workforce 
with:
•	 Multi-disciplinary knowledge, skills, abilities and 

experiences
•	 Training and education in M&S theory, models, tools 

and analysis
•	 Understanding of how to integrate models and tools 

into training, acquisition, analysis & experimentation
•	 The ability to perform as an agent of change who 

can infuse M&S capabilities throughout the Army of 
today and the future

•	 Exposure to all M&S communities and how M&S are 
used within the Army

M&S are used throughout the Army, and the CP36 
program supports these applications by enabling experts 
to develop new models and simulations, to develop and 
review M&S policy, guidance and directives, and to incor-
porate real-world data.

Army Modeling and Simulation School 

The Army Modeling and Simulation School [4] was estab-
lished in 2005 and provides qualification & certification 
training for FA57s and education and training for CP36s/
other military/civilians.  We have continued to educate, 
train, and develop exceptional modeling, simulation, and 
battle command professionals with course offerings such 
as the Simulation Operations Course (6 week resident), the 
Advanced Simulation Course (2 week resident), the Battle 
Command Officer Integration Course (2 week resident), 
the Simulation Operations Professional Course (1-3 week 
resident/mobile training team), the Simulation (S7) Course 
(distance learning), the Modeling and Simulation Basics 
Course (distance learning), the Army Battle Command 
System & Knowledge Management Synchronizing Course 
(distance learning), and the Simulation Operations Right 
Seat Ride (National Training Center 1 week resident).
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ABSTRACT

Given the irregular and unconventional nature of 
current military conflicts, a major objective for military 
training and education is to develop “highly adaptable 
leaders that can quickly hone unit skills on an assigned 
mission, can reach back to leverage sources of expertise 
before and during mission execution, can rapidly adjust 
to changing circumstances, and can aggressively learn 
from previous and current operations” (AR 350-1, 2007). 
Today’s Soldiers must be able to think critically, make 
rapid and accurate decisions, and solve complex prob-
lems. However, to develop instruction that is designed to 
train such cognitive skills may require the use of training 
approaches that are currently either not employed at all or 
employed very rarely within traditional military education. 
This paper reports on the results of an effort examining 
the development and evaluation of an exemplar training 
module designed to train adaptive thinking in the context 
of troop leading procedures (TLP), and that can be used 
within the real circumstances and constraints of a typical 
military educational environment. The training is based 

on constructivist principles of experiential learning and 
draws heavily from approaches such as contrasting cases/
invention (e.g., Schwartz & Bransford, 1998). The approach 
requires students to exercise adaptive thinking skills in 
response to changing conditions during mission plan-
ning that have been engineered to contrast with previous 
conditions in order to demonstrate important principles 
of planning (e.g., terrain-based planning vs. enemy-based 
planning). Forty-two participants from the Infantry Basic 
Officer Leader Course (IBOLC) participated in the pilot trial 
of the new approach. Practical implications for adopting 
this training methodology within Army institutional 
training are identified.

ABOUT THE AUTHORS

Dr. Jason Sidman is the Leader of the Multimedia 
and Instructional Design team at Aptima. His work at 
Aptima focuses on the design of pedagogical approaches 
and the development of computer-based training systems.
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neurophysiology, cognitive processing and adaptive 
training system design.
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BACKGROUND

The demands facing small unit leaders (platoon, squad, 
team) in the contemporary operational environment (COE) 
require that they demonstrate a high level of adaptability. 
Leaders must be able to adjust rapidly to new and unfore-
seen circumstances across a wide variety of operations 
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Institutional training is typically formal and structured, 
involving both classroom training and field training in 
a controlled environment. The focus of this research is 
on designing effective and efficient classroom training 
to enhance the adaptive/critical thinking process, i.e., to 
provide the basic knowledge, concepts, and skills that will 
lay the ground work for future learning and, importantly, 
will enhance the transfer of knowledge to novel situa-
tions (a key component of adaptability). More specifically, 
this research will examine adaptability/critical thinking 
as applied to the mission planning and analysis process. 
This is a very challenging task for junior leaders. The fast 
paced, rapidly changing nature of operational missions 
requires that the platoon leader be able to quickly assess 
situations, identify key aspects of the planning process, 
and create follow-on orders which reflect an awareness 
of these factors (i.e., the changing situation and its impact 
on earlier plans).

Overview of Training Strategies

Three general learning strategies were considered to 
guide the development of the mission planning module 
and are briefly described below.

Inquiry Based Learning (IBL)
Inquiry or problem based-learning is founded on 

research which suggests that by having students learn 
through problem solving experiences, they can learn both 
content as well as thinking strategies. In IBL, students learn 
through facilitated problem solving. More specifically, 
learning centers on a complex problem that does not 
have a single correct answer. Students work in collabora-
tive groups to identify what they need to learn to solve a 
problem. They engage in self-directed learning and then 
apply their new knowledge to the problem. They then 
reflect on what they learned and the effectiveness of the 
strategies employed. In this approach, the instructor’s role 
is to facilitate the learning process rather than provide 
knowledge. Because students are self-directed, managing 
their learning goals and strategies to solve ill defined 
problems, they are able to, presumably, acquire the skills 
needed for lifelong learning (Hmelo-Silver, 2004; see also 
Hmelo-Silver, Duncan, & Chinn, 2007).

including humanitarian assistance, peacekeeping, peace 
enforcement, and low intensity conflict as part of a joint, 
combined, or interagency operation (TRADOC PAM 525-66, 
2001). High operational tempo, increased uncertainty, 
cultural differences, a determined and resourceful enemy, 
and the need to constantly shift tactics and approaches are 
some of the key factors which have contributed to an envi-
ronment where adaptability is required for mission success 
(Mueller-Hanson, White, Dorsey, & Pulakos, 2005). The 
Army, more than ever, needs “… agile and adaptive leaders 
able to handle the challenges of full spectrum operations 
in an era of persistent conflict.” (FM 3-0, 1-83, 2008).

Adaptability has been defined in many ways (e.g., 
Pulakos, Arad, Donovan, & Plamondon, 2000; Smith, Ford, 
& Kozlowski, 1997). The definition adopted for this research 
is the one provided by Mueller-Hanson et al. (2005) who 
define adaptability as an effective change in response to 
an altered situation. Underlying this definition is the notion 
that, for an individual to respond in an adaptive fashion, he 
or she must first recognize the need to change based on 
some perceived alteration in the environment and then 
change his or her behavior in an appropriate manner.

Objective: Training Adaptability
Institutional courses such as the Infantry Basic Officer 

Leader Course (IBOLC) are tasked with providing new lieu-
tenants with the fundamental knowledge and skills that 
will enable them to function effectively as platoon leaders 
in their first unit of assignment. Not surprisingly, the opera-
tional needs of units have impacted course content. In 
addition, the need to rapidly fill platoon leader positions 
in operational units may shape how topic areas are taught, 
which will limit how such content domains as adaptability 
are addressed in these (institutional) settings.

Thus, only select adaptability attributes or character-
istics may be amenable to training at the institutional 
level. Attributes such as personality and cognitive ability, 
while predictive of adaptive performance, would be less 
amenable to training interventions and have a low payoff 
with regard to improved adaptive performance relative 
to the costs of developing training in these areas. On the 
other hand, attributes such as domain specific knowledge, 
(varied) experience, and, to a lesser extent, metacognition, 
and problem solving skills are much more amenable to 
training within an institutional setting (Mueller-Hanson et 
al., 2005).

www.msco.mil/
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taught (i.e., without “how to” instruction) GEL design is not 
useful (Clark, 2004).

Contrasting Cases/Invention
Contrasting cases/invention are two instructional 

design features used to enhance deep understanding of 
subject matter materials. The approach was developed to 
help learners construct new knowledge for themselves 
and become more adaptive/effective problem solvers 
(Schwartz & Bransford, 1998; Schwartz & Martin, 2004). 
A key objective of this approach is to optimize the use 
of lectures/reading text materials to develop these skills. 
Schwartz and Bransford argue that the value of lectures 
can be enhanced if the trainee is able to map information 
from the lecture or text into the knowledge of the problem 
situation that they have already developed as a result of 
their prior experiences. A key assumption of this strategy 
is that the trainee can activate the prior knowledge. 
Schwartz and Bransford propose a way for activating this 
prior knowledge through the use of contrasting cases/
invention. Based on theories of perceptual learning that 
emphasize differentiation (e.g., Bransford, Franks, Vye, 
& Sherwood, 1989), providing trainees with opportuni-
ties to analyze sets of contrasting cases (e.g., analyzing 
the results from different experiments, key aspects of 
different theoretical models) can help them become sensi-
tive to information that they might not otherwise notice. 
Contrasting cases help attune people to specific features 
and dimensions that make the cases distinctive. The 
refined information provides the foundation for guiding 
other activities such as creating images, elaborating, and 
generating questions, which can enhance development of 
adaptive problem solving skills.

According to Schwartz and Martin (2004), contrasting 
cases can help learners pick up or notice distinctive 
features of a problem; however, it is their actions that are 
critical for helping them discern the deep-level structures 
that organize those features. To make contrasting cases 
effective, learners need to undertake productive activi-
ties that lead them to notice and account for contrasts 
in the different cases. Schwartz and Martin use the term 
“invention” to describe this process. Invention involves 
production activities, like inventing solutions that can be 
particularly beneficial for developing early knowledge and 
facilitating learning. These solutions could, for example, be 
in the form of graphs, or general formulas. Invention can 
help develop and/or clarify interpretations of the problem 
in question by forcing students to notice inconsistencies in 

Guided Experiential Learning (GEL)
The GEL approach to learning is based on a large body 

of research which indicates that providing information 
does not equate to training. Furthermore, under the GEL 
model, providing trainees with a field-based problem or 
an immersive situation alone are not adequate to achieve 
individual or team learning (Mayer, 2004). A GEL-based 
course module is grounded on the premise that strong 
early guidance for the learning of expert-based strategies 
for task performance works best.

Guidance consists of clear procedures, accurate demon-
strations of authentic field-based problem solving, and 
practice on increasingly difficult problems where expert 
feedback helps correct trainee misconceptions concerning 
the correct performance of the task. Guidance is gradually 
faded until the trainee is able to continue to learn and 
perform at or above expectations (Clark, 2004). 

The structure of a GEL lesson or module follows the 
same format regardless of the problem. Typically, lessons 
are sequenced in the following order. The lesson starts 
with the instructor presenting students with a learning 
objective (to give the trainees an end state), then telling 
them why (to motivate learning) and what will happen in 
the lesson (an overview) to create a mental model of what 
will be learned. The instructor then teaches the conceptual 
knowledge needed to learn the procedure (if any), demon-
strates the procedure and provides practice and feedback 
(Clark, 2004).

The overall quality of a GEL lesson is a direct function 
of the cognitive task analysis (CTA) that is performed in 
the course design phase. A CTA is a knowledge elicitation 
procedure designed to uncover information about the 
knowledge, thought processes and goal structures that 
underlie observable task performance (Clark, Feldon, van 
Merrienboer, Yates, & Early, 2007). Execution of Clark’s 
CTA approach is highly structured (Expert Knowledge 
Solutions, 2007) and requires extensive training (and certi-
fication) of the interviewer before he/she is permitted to 
conduct a CTA (Clark’s version) without supervision.

Not all courses are candidates for GEL design. Courses 
for advanced learners and or/experts do not require the 
learning support provided in a GEL designed course. In 
general, when the learning goals of a course are vague or 
the problems addressed in the course are unstructured/ill 
defined, and when only conceptual knowledge is being 
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The IBL Influence: Sequence of Activities
While there are variations on the IBL approach, the 

current training strategy requires the participants to 
work on multiple exercises (missions) prior to receiving 
any lecture or extensive discussion; a distinguishing 
characteristic of the IBL approach. Following the lecture, 
participants are then presented with another mission, 
related to the earlier ones (for additional practice). Finally, 
the participants receive a very different mission to assess 
near transfer (i.e., whether the newly acquired knowledge 
is successfully applied (transferred) to a novel problem/
situation). Thus, while the design factors are the same 
in both the current approach and the Mueller-Hanson 
approach, (i.e., lecture, multiple exercises [or exposure 
to multiple examples], discussion/feedback), the key 
difference between the approaches is the sequencing 
of activities. By beginning with a problem, IBL advocates 
argue, the learner becomes more prepared to learn from 
the lecture. As they argue, there is a “time for telling” (e.g., 
Schwartz & Martin, 2004).

The Invention Influence: Contrasting Cases
While the sequencing of activities (problem before 

lecture) represents a framework for the training events, 
the selection of what those events should cover is a critical 
instructional consideration; this is where Contrasting 
Cases influenced the current approach. Given the goal 
of promoting adaptive thinking, the multiple exercises 
need to not only differ from one another, but differ in a 
meaningful way. Indeed, the power of designing such 
“contrasting cases” is that the student discovers the 
desired instructional outcome (i.e., the dimension along 
which two cases contrast). The link between contrasts 
and training objectives distinguishes this approach from 
general “what-if” exercises (though these can certainly 
help trainees consider contingencies at a general level).

In the present context, the desired educational outcome 
was for students to understand the dynamic relationship 
of friendly, enemy, and terrain components of terrain 
analysis when developing operational orders (OPORDs). 
New lieutenants might treat each of these components 
in an isolated, static fashion because they are focused on 
writing the OPORD rather than understanding the mission. 
The contrasts were therefore designed to demonstrate to 
the student that changes to any one component (friendly, 
enemy, terrain) will affect the other two. The contrasts are 
described in more detail below.

their approach or mental model of their solution and work 
to reconcile them. This, in turn, provides the knowledge 
that will prepare them to learn from subsequent instruc-
tion (lectures) with deeper understanding (Schwartz, 
Sears, & Chang, 2008).

As with IBL, to optimize deep understanding of the 
subject matter material, Schwartz and colleagues advo-
cate a particular sequencing of events. Students first try 
to solve novel problems without guidance/instruction. 
Then, they receive direct instruction and demonstrations 
regarding the tasks. Finally, they apply what they have 
learned to novel situations. For example, students might 
analyze data sets from classical experiments and attempt 
to graphically display the general phenomena from the 
data. Or, they might be asked to invent a model or formula 
that will accurately describe the concept (e.g., reliability 
or correlation). This would be followed by a lecture and 
(sometimes) class discussion. Finally, students would be 
presented with new problems and asked to make predic-
tions concerning the outcomes of new experiments or 
applying the formula or model to solve another (novel) 
problem (Schwartz & Martin, 2004; Schwartz, Bransford, 
& Sears, 2005).

METHODOLOGY AND DESIGN OF A HYBRID 
TRAINING APPROACH

The training approach developed for this effort 
combined elements of IBL and Invention. Considerations 
for not using the GEL approach include the extensive 
time involved in training personnel to conduct and accu-
rately execute a CTA, as well as the time involved to train 
instructors in the GEL approach, and the inability of GEL 
to address the key objective of the proposed training 
module - to develop the conceptual skills (adaptive/critical 
thinking) needed to produce effective solutions (plans) 
which have no clearly defined right or wrong answer. 
Because the goal was to promote adaptive thinking, we 
believed that these two approaches were more appro-
priate than GEL. Prior research suggest that direct instruc-
tion (e.g., GEL) is very effective in training procedural skills 
and the acquisition of facts, while constructivist (e.g., IBL, 
Invention) approaches are more effective in promoting 
cognitive skills like adaptability (e.g., Duffy and Kirkley, 
2007). For all of these reasons, our hybrid approach there-
fore combined elements of both IBL and Invention.
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and FRAGO 1, and having received the lecture following 
FRAGO 1, s/he should consider the dynamic nature of the 
analysis and consider how this knowledge of the enemy 
will affect friendly forces and the terrain. For example, s/
he should expect the enemy now to fight in order to allow 
the HVT to escape. S/he may not have been prepared for 
that possibility before.

OPORD FRAGO 1

Platoon’s primary task is 
to “secure”

Primary task changes to 
“isolate”

Battalion operation is 
terrain focused

Battalion operation 
becomes enemy 
focused

Table 1. Example of a Contrasting Case

LESSONS LEARNED

The project team evaluated this training approach in 
a two-day pilot session with 42 male second lieutenants 
who recently graduated from the Infantry Basic Officer 
Leader Course (IBOLC). Demographics are presented 
in Table 2. Because we were evaluating a new training 
approach, we present lessons learned from all aspects of 
the project: development of materials, execution of the 
classroom session, and analysis of findings. But we first 
start with a more detailed description of the procedure.

In the first scenario, the company OPORD described 
the plan for an offensive operation. The company mission 
was to clear Objective (OBJ) Anvil, and the third platoon’s 
mission was to secure a mosque, which would enable the 
company main effort, second platoon, to clear the rest of 
OBJ Anvil. Included in the company OPORD were the area 
of operations/interest, situation (enemy and friendly), 
terrain and weather, concept of operations, attachments 
and detachments, company mission, commander’s intent, 
tasks to maneuver units, and coordinating instructions.

The first Fragmentary Order (FRAGO) changed the 
task of third platoon from “secure” to “isolate”, thereby 
changing the entire operation from being focused on the 
terrain (the bomb making facility) to being focused on 
the enemy (bomb making expertise). Table 1 summarizes 
the changes in the OPORD and their intended impact on 
the participant’s (platoon leader’s) analysis/development 
of his OPORD.

The new lieutenant may not fully appreciate the power 
of the meanings of the tactical mission tasks (secure vs. 
isolate). Consequently, s/he may simply change the actual 
words in the revised OPORD rather than changing the plan 
conceptually. However, what they should come to realize, 
and what the instructor should help them discover in 
the lecture following FRAGO 1, is that the change to the 
friendly mission changes how they should analyze the 
enemy and the terrain; indeed, terrain analysis is dynamic.

In FRAGO 2, a high value target (HVT) is said to be on 
the objective. Again, the new lieutenant could simply add 
these words to the OPORD but keep the plan relatively 
unchanged. However, having worked through the OPORD 

AGE YEARS IN MILITARY PRIOR ENLISTED DEPLOYED IN OIF/OEF

M= 23.4 M = 4.0 7 (16.7%)  4 (9.5%)

SD = 1.8 SD = 1.9

Table 2. Participant Demographics
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The instructor then passed out FRAGO 2 along with a 
different colored pen in order to track the changes made 
in each phase. The participants were then given time to 
update their order. When the participants completed 
FRAGO 2, the instructor conducted a brief discussion 
designed to highlight second order effects (e.g., Did you 
do the mission at night with night vision goggles or with 
white light? If you used night vision goggles (NVGs), how 
did you account for the Iraqi squad that probably did not 
have NVGs?).

Following the discussion, the participants received the 
second scenario (transfer task) which was very different 
from the first OPORD. The transfer task was a stability 
operation (secure a market place). In contrast, the first 
OPORD and follow on FRAGOs were part of an offensive 
operation. The objective was to determine how well 
information provided in the contrasting cases and lecture 
and employed in FRAGO 2 generalized (transferred) to 
the more nebulous stability operation. For example, we 
intended to see if students considered the actions of the 
enemy after they had secured the market—how would 
they attempt to further disrupt the market given a new 
security posture? How would they neutralize the terrain 
features that most affected the marketplace? How would 
they incorporate other combat multipliers for full advan-
tage, such as the engineers or civil affairs team?

Lessons Learned: Course Development
The development of course materials that promote 

adaptability is a challenging, but potentially liberating, 
task. One approach to training adaptability would be 
to create a course about adaptability and associated 
constructs and concepts. The approach we endorse here, 
however, has a subtle but important feature; adaptability 
is trained in the context of the existing course curriculum. 
Terrain analysis was still covered, as it is in the existing 
IBOLC program of instruction (POI). But, it was covered in a 
way that not only teaches students about terrain analysis, 
but promotes adaptive thinking at the same time. This 
value added is the great potential benefit of this approach.

Designing the contrasts, however, is a challenging task. 
As described earlier, though both contrasting cases and 
what-if exercises promote contingency planning skills, 
contrasts are meant to be more illustrative of training 
objectives than traditional what-if exercises. But they 
require extensive effort and thought to design, and it 
can be difficult to know that the students will discover 

Procedure
The participants were provided with notebooks and 

different colored pens and instructed to do all their work, 
except graphics and concept sketches in the notebooks. 
The instructor role played the company commander and 
gave the area of operations (AO) orientation briefing and 
company OPORD. The Area of Operations brief was similar 
to a briefing a unit might get during a Relief in Place/
Transfer of Authority (RIP/TOA), and while not entirely 
doctrinally correct, provided the appropriate background 
information to allow students to familiarize themselves 
with the situation. For assessment purposes, the partici-
pants were asked to record any questions they had for the 
company commander in their notebooks.

Each participant role played a platoon leader for 3rd 
platoon, Alpha company, and was asked to write their own 
individual platoon order. They were allowed to use what-
ever OPORD format they wanted (e.g., matrix). If they felt 
constrained by time they were instructed to focus on what 
was important, just as they would do in a unit.

The participants then began work on their backbriefs 
and Warning Order (WARNO). When they finished, they 
were instructed to start on the OPORD. The students 
were allotted a total of two hours (with an hour break for 
lunch) to complete the backbrief, WARNO, and OPORD 
before they received the first FRAGO (FRAGO 1). They then 
began to revise their OPORD based on FRAGO 1 by making 
changes to their base plan (using a different color pen).

After participants received FRAGO 1 and worked for 45 
minutes, the instructor provided a lecture. The focus of 
the lecture was to emphasize the overall importance of 
developing a model of the plan and mentally playing out 
the plan (mental simulation). In addition, the instructor 
discussed how the changes in FRAGO 1 differed from the 
original company OPORD (part of the contrasting case 
strategy). The goal was to highlight distinctive features 
in the two plans (original OPORD and FRAGO 1), e.g., 
implications between isolate and secure, presence of 
high value target (experienced IED maker), changes in the 
battalion focus (neutralize, contain, and defeat) and how 
that impacted FRAGO 1. The instructor closed the lecture 
by asking the participants what they would add/change 
to their OPORD based on the changes noted on FRAGO 1, 
and how would these changes show up on their platoon 
OPORD.
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In addition, instructor selection and training would 
therefore be heavily impacted by a major commitment to 
adopting approaches such as these in Army institutional 
training. Ideally, the instructors themselves would be 
adaptive thinkers, capable of and comfortable with devi-
ating from the course plan in order to facilitate classroom 
discussion. However, current training courses for instruc-
tors typically do not address such skills.

Lessons Learned: Evaluation
Initially the team had planned to have experts rate 

participants’ adaptive thinking on the OPORD, FRAGO 
1, and FRAGO 2 using a set of behaviorally anchored 
ratings scales (BARS) developed by Phillips, Ross, and 
Shadrick (2006). The logic was that participants would 
demonstrate greater adaptive thinking following FRAGO 
1 than preceding it (by virtue of having experienced the 
contrasting cases and the lecture). However, this proved a 
troublesome method. For one, we conducted the training 
in a single day. The expectation that participants would 
become adaptive thinkers after a single day of instruc-
tion was unrealistic; the measure was therefore not going 
to be sensitive enough. In addition, the effort to score 
many sets of OPORDs is great as well (in fact, the grading 
of the OPORDs continues as of the writing of this paper). 
An instructor would struggle to provide timely feedback 
to students based on their evolving responses to three 
versions of an OPORD.

Assessment in general can be challenging in a construc-
tivist approach. For one, rather than cumulative assess-
ment (i.e., a grade at the end of an exercise), constructivists 
emphasize formative assessment (i.e., feedback as part of 
the exercise). This presents another institutional challenge, 
as it complicates the award of promotions and other 
recognition currently based on grades. Second, grading 
thinking skills as opposed to procedural skills may also 
be new and unfamiliar to instructors. Indeed they need to 
understand at a deep level how the outputs of procedural 
skills are connected to thinking skills. The anchors of the 
BARS were intended to help make this connection, and 
a replacement tool would require the same connection. 
Such a tool would require extensive design and validation, 
placing yet another burden on the institution.

the same underlying dimension of the contrast that 
the instructor sees. This can, of course, be mitigated to 
an extent by the keen instructor-guided facilitation of 
discussion.

While contrasting cases/invention is a critical part of 
Schwartz’s approach, the lecture component is equally 
valuable. It offers a higher level explanation of the 
concept/phenomena that would be quite difficult and 
time consuming for the student to discover on his or her 
own. The higher level explanation is important because 
it provides a generative framework that can extend one’s 
understanding beyond the specific cases that have been 
analyzed and experienced (Schwartz & Black, 1996) and 
thus, enhances adaptive problem solving in general 
(transfer). Schwartz, Bransford, and Sears (2005) present 
evidence that the most effective design combination 
includes both opportunities for invention and analysis 
(contrasting cases) followed by opportunities for learning 
efficient solutions derived by experts (typically) presented 
in lecture format.

Lessons Learned: Procedure
While a constructivist approach is appealing from the 

standpoint of developing problem solving skills which 
may be applied to similar situations outside the initial 
training environment, there were several drawbacks to 
this strategy for the current research. For example, issues 
involving classroom organization (shorter instructional 
periods in IBOLC with often strict time constraints), skill 
levels of current instructors to serve as course facilita-
tors for this approach, and the relatively high IBOLC 
student/instructor ratio (40:1) threaten the practicality of 
a constructivist approach.  For example, it became imme-
diately clear during the execution of the session that an 
extremely long amount of time elapsed between the AO 
brief and when students received any feedback (following 
FRAGO 1). This was intentional; we wanted students to 
get deep enough into the problem, and develop a strong 
enough commitment to a plan in response to the OPORD, 
that the introduction of a change (FRAGO 1) would 
significantly impact them. However, the theory behind 
the sequencing was diminished by the practice of the 
sequencing; participants appeared fatigued after working 
independently all morning on their OPORD. Despite being 
given less time to work on FRAGO 1, in some sense the 
damage to their motivation had been done. The partici-
pants seemed much less able to commit their full atten-
tion to FRAGO 2, and even less to the transfer task.
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address some of the time and fatigue pressures experi-
enced during our exercise. Perhaps focusing simply on 
developing concept sketches, for example, would have 
required the same kind of thinking but with less of the 
cognitively tangential tasks. Or perhaps eliminating the 
backbrief and WARNO and focusing more on the OPORD 
would have saved time and effort. However, part of the 
reason why we did not do this ahead of time is that we 
were unable to find any descriptive guidance on how to 
develop constructivist approaches. The guidance we did 
find seemed vague.

Finally, training cognitive skills takes more than one 
day. It will almost certainly require repeated exercises 
over several classroom sessions with follow-on lectures 
and discussion to highlight key learning points and insure 
deeper understanding of the concepts presented. We 
were constrained logistically to one day, but instructors 
too would have to plan for several such exercises rather 
than a single one.

In conclusion, constructivist approaches hold a lot of 
promise for training the cognitive skills essential in the 
operational environment; however they require signifi-
cant engineering to be implemented in the institutional 
environment.
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CONCLUSIONS

Constructivist theorists provide compelling reasons 
to employ their methods for training adaptive thinking. 
Similarly, experiences with using direct instruction to 
train such cognitive skills can be unsatisfying (not just in 
the military of course, as almost all of us can attest to). 
Consequently, there seems to be a willingness and an 
openness to adopting new methods of instruction to train 
such skills (e.g., soon to be released Army training manuals 
will explain that different training approaches are appro-
priate for training different types of skills).

However, the institutional barriers to incorporating new 
approaches are tremendous. As described earlier, class 
sizes and schedules alone make the adoption of construc-
tivist approaches prohibitive. Furthermore, changing the 
way instructors are trained to do training (to be facilitator 
rather than conveyor) would be a massive undertaking 
as well.

Constructivist approaches explored in this research 
were not successful due, in part, to some of the institu-
tional training constraints identified earlier in this paper 
(not unique to only the military). This presents a chal-
lenge to constructivist theorists: how can approaches be 
implemented in this training environment given these 
constraints?

Indeed, that was the question we aimed to answer in 
this effort, and we believe we have identified potential 
parts of the solution, as well as additional constraints. For 
example, while the use of working through contrasting 
cases in the context of an actual operations order exer-
cise is appealing and, we continue to believe, pedagogi-
cally valuable, a more targeted task, or subtask, could 
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ABSTRACT

There are at least two student constituencies for 
university-level modeling and simulation (M&S) educa-
tional programs, the user constituency interested in 
using M&S to study another discipline and the developer 
constituency interested in studying M&S as a discipline.  
This paper describes the development of a multi-faceted 
approach to M&S education.  The user student constitu-
ency is served at the graduate level by M&S certificate 
programs implemented across all of the academic colleges 
and at the undergraduate level by a minor in M&S.  The 
developer constituency is served by an academic depart-
ment that offers bachelor’s, master’s and doctoral M&S 
degree programs.  Both student constituencies are further 
supported by a university-wide research center focused on 
M&S research and development activities.
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1.  INTRODUCTION

Over the past decade, the notion that computer simula-
tion rivals in importance the more traditional aspects of 
scientific investigation, theory and experimentation, has 
gained wide acceptance.  Several recent government-spon-
sored panels have accentuated these observations and have 
noted the urgent need to develop and enhance educational 
programs in simulation.  The NSF Blue Ribbon Panel on 
Simulation-Based Engineering Science (SBES) [1] states that 
“seldom have so many independent studies by experts from 

diverse perspectives been in such agreement: computer 
simulation has and will continue to have an enormous 
impact on all areas of engineering, scientific discovery, and 
endeavors to solve major societal problems.”  Regarding 
education in computer simulation, the report goes on to 
state: “The old silo structure of educational institutions 
has become an antiquated liability.  It discourages innova-
tion, limits the critically important exchange of knowledge 
between core disciplines, and discourages the interdisci-
plinary research, study, and interaction critical to advances 
in SBES.”  The President’s Information Technology Advisory 
Committee (PITAC) Report [2] concludes that “Universities 
must implement new multidisciplinary programs and orga-
nizations that provide rigorous multifaceted education for 
the growing ranks of computational scientists the nation 
will need to remain at the forefront of scientific discovery.”

Historically, modeling and simulation (M&S) has been 
viewed as an important research tool in numerous disci-
plines or application domains.  Research in most domains 
often proceeds through a sequence of phases that include 
understanding, prediction, and control.  In the initial phase, 
we are interested in understanding how events or objects 
are related.  An understanding of relationships among 
objects or events then allows us to begin making predic-
tions and ultimately to identify causal mechanisms. Finally, 
knowledge of causality enables us to exert control over 
events and objects. Research moves from basic to more 
applied levels as we progress through these phases.  M&S 
is closely linked to all of these phases.  At the basic levels, 
research is guided heavily by theory.  Models are often used 
to represent specific instances of theories, discriminate 
among competing theories, or evaluate underlying assump-
tions.  Likewise, simulations are used to test predictions 
under a variety of conditions or to validate theories against 
actual conditions.  At the applied levels, simulations are 
also used to control events and objects.  One of the primary 
uses for simulation is training where the goal is to control 
performance variability by improving operator reliability.  
Simulations in the form of mock-ups or prototypes are used 
in the creation of products and systems to validate predic-
tions regarding operational requirements, specifications, 
and user/customer satisfaction.
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a technical education in preparation for working in industry.  
There are very limited opportunities for study at the 
doctoral level; however, if M&S is to grow as a discipline, 
there is a need for significant numbers of Ph.D. graduates to 
serve as M&S faculty.  There are no bachelor’s level programs 
to provide the principal workforce needs of a rapidly 
expanding M&S industry and to provide the feedstock for 
M&S graduate programs.  Little thought has been given to 
the education of students who wish to use M&S as a tool to 
learn more about another discipline.

The objective of this paper is to describe the ongoing 
organizational development of the M&S academic programs 
at Old Dominion University.  The purpose of the paper is 
two-fold.  First, the description may provide a useful model 
for other universities considering the initiation of M&S 
programs.  Second, it is hoped that the paper will promote 
additional discussion in the literature concerning the devel-
opment of M&S academic programs.  In Section 2, two M&S 
student constituencies are described and their different 
educational needs are identified.  Then a new multi-faceted 
approach to M&S education is described that addresses the 
needs of both student constituencies.  In Sections 3 - 5, the 
details of several new program components are presented.  
An M&S graduate certificate program is described in Section 
3, the bachelor’s program in Modeling and Simulation 
Engineering is described in Section 4, and the M&S graduate 
program is described in Section 5.  Concluding remarks are 
stated in Section 6.     

2.  PROGRAM ORGANIZATION

We assert that there are two primary student constituen-
cies that must be served by M&S academic programs, the 
user constituency and the developer constituency.  The user 
constituency consists of students who wish to utilize M&S 
as a tool to investigate another discipline.  They need to 
know enough about M&S to select the best methodologies 
for their specific problem and then to apply these method-
ologies in an appropriate way.  The developer constituency 
consists of students who wish to study M&S as a discipline.  
Their focus is to learn about the technical details of M&S 
and then to develop new M&S methodologies and to 
enhance existing M&S technologies.  Upon graduation, 
these students are likely to seek employment in the M&S 
professional community as scientists, engineers, technical 
managers, and teachers.

Beginning in the mid-1990’s, a second type of M&S profes-
sional began to emerge.   Motivated by the rapidly growing 
use of simulation for training, analysis, and decision support 
by industry and government, these individuals are more 
interested in learning about M&S rather than just using 
M&S to study something else.  Coming from backgrounds 
in mathematics, computer science, and engineering, these 
individuals are interested in the fundamental principles 
and theoretical foundations of M&S.  They are anxious to 
investigate some of the major challenges of M&S: multi-
scale and multi-resolution M&S, interoperability of simula-
tions, composability of models, verification and validation, 
distributed and real-time simulation, and representation of 
increasingly complex and data-intensive system problems.  
In short, this group views M&S as a discipline.  Their objec-
tive is to obtain a formal education in the M&S discipline 
and then to find employment opportunities as M&S scien-
tists and engineers.

The growth of the view of M&S as a discipline is well docu-
mented in the literature.  Since the late 1990’s, a number 
of papers have been written stating the importance and 
urgency for developing educational programs in the disci-
pline of modeling and simulation.  These papers identify 
desirable program outcomes [3], present suggestions 
for course and curriculum content [4], [5], and describe 
potential approaches for, and challenges in, implementing 
a modeling and simulation program [6], [7], [8], [9].  More 
recently, curricula [10], [11] and models [12] for graduate 
modeling and simulation programs have been described.  
Graduate modeling and simulation programs have been 
started at several universities including the University of 
Alabama – Huntsville [13], Arizona State University [14], 
California State University – Chico [15], Georgia Institute 
of Technology [16], Old Dominion University [17], and the 
University of Central Florida [18].  At the undergraduate 
level, several universities have developed tracks or concen-
trations focusing on narrow sub-areas of modeling and 
simulation as part of other degree programs.  However, to 
date, no ABET accredited engineering program in modeling 
and simulation has been fully implemented.

The recognition of the need for university-level academic 
programs in M&S is recent and still is embraced by only 
a handful of universities.  Even in universities that are 
developing M&S programs, there are shortcomings.  Most 
existing M&S academic programs have been developed at 
the master’s level.  They are focused primarily on providing 
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certificate programs.  The graduate certificate programs 
consist of clusters of graduate courses designed to enhance 
the capability to utilize M&S as a tool in other disciplines and 
result in the award of a certificate of completion.  Finally, the 
university has established a research center focused on M&S 
research activities.  This center, called the Virginia Modeling, 
Analysis and Simulation Center (VMASC), is administered 
at the university level through the Office of Research to 
encourage participation by all academic colleges.  It is a 
place where faculty and students from all disciplines can 
interact and work on cross-disciplinary projects.

Two university committees, the M&S Steering Committee 
and the M&S Executive Committee, have been established 
by the Provost’s Office.  The M&S Steering Committee 
consists of M&S faculty representing all six academic 
colleges.  This committee is responsible for recommending 
policy and procedure and for operational issues spanning 
all M&S programs.  The M&S Executive Committee consists 
of the dean or associate dean from each academic college.  
This committee is responsible for approving policy and 
procedure spanning all M&S academic programs.  Together, 
these committees oversee and coordinate the cross-disci-
plinary activities for the M&S academic programs.

3.  M&S GRADUATE CERTIFICATE PROGRAMS

The M&S graduate certificate programs were designed 
to support directly the user constituency actively studying 
a discipline in another department, but requiring M&S skills 

The view of M&S as a discipline leads naturally to the 
traditional department model for the developer constitu-
ency.  These students first develop background in math-
ematics, computer science, and selected engineering topics, 
and then focus their core technical studies on the M&S Body 
of Knowledge [19].  They emerge as technical specialists 
skilled in the design, development, and use of simulation 
technologies and methods.  However, this educational path 
may not be attractive to the user constituency because of 
the extensive technical background requirements and the 
absence of an opportunity to focus deeply on a particular 
domain area.  Thus, it is difficult to serve the needs of all 
potential M&S students with a “one-size-fits-all” approach.  
A multi-faceted approach that addresses the needs and 
requirements of both student types is highly desirable.

The organizational structure of the M&S academic and 
research programs is shown in Figure 1.  There are three 
important components to this structure.  An academic 
department, the Department of Modeling, Simulation and 
Visualization Engineering (MSVE), has been established 
within the College of Engineering and Technology.  The 
MSVE Department administers academic degree programs 
in M&S at the Bachelor’s, Master’s, and Doctoral levels, 
designed to support the needs of the M&S developer 
student constituency.  In addition, the MSVE Department 
offers an undergraduate minor in M&S, and provides 
core courses for the graduate certificate programs, both 
designed to support the needs of the M&S user student 
constituency.  All academic colleges offer graduate 

Figure 1.  Organization of M&S Programs and Activities
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•	 Models – a course, offered by the certificate host 
department, that covers models and modeling 
techniques often used in the certificate discipline.

•	 Simulation Application – a course, offered by the 
certificate host department, that demonstrates the 
application of M&S in the certificate discipline.

A number of the certificate students eventually conduct 
thesis or dissertation research that utilizes aspects of M&S.  
Additional support for this research is provided through the 
staff and facilities of VMASC.

Graduate certificate programs are open to non-degree 
seeking graduate students as well as degree seeking 
graduate students.  These programs often are attractive to 
students who desire to enhance their knowledge of M&S 
for job-related reasons or who are interested in previewing 
a potential graduate degree program.  The university allows 
up to 12 credits taken in the non-degree seeking status to 
be applied to a degree program with approval of the admin-
istering department.

for their research.  The programs were established to ensure 
that all faculty and students from across the university have 
an opportunity to participate in M&S academic programs 
and research activities.  Encouragement to participate 
was provided by offering a limited number of M&S faculty 
positions to programs willing to establish a certificate 
program.  Similarly, student interest was encouraged by 
providing a limited number of M&S graduate assistant-
ships for those students wishing to participate in an M&S 
certificate program.  In a period of only three years, these 
assistantships have become very competitive.  The colleges 
and departments/programs now offering M&S graduate 
certificate programs are identified in Table 1.

The requirements for each M&S graduate certificate 
program consists of four three-credit graduate courses.  The 
selected courses must include the following.
•	 M&S Fundamentals – coursework offered by the MSVE 

Department that covers an overview of the M&S 
Body of Knowledge [19].  Depending on background 
preparation in mathematics, this requirement can be 
satisfied with one course or a two-course sequence. 

College Department/Program

Arts & Letters International Studies

Business & Public Administration Decision Sciences & Information Technology

Education STEM Education

Engineering

Civil & Environmental Engineering

Electrical & Computer Engineering

Engineering Management & Systems Engineering

Mechanical & Aerospace Engineering

Modeling & Simulation

Health Sciences Radiology and Laboratory Sciences

Sciences
Psychology

Mathematics & Statistics

Table 1.  M&S Graduate Certificate Programs.
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5.	Supporting Tools, Techniques, and Resources

6.	Business and Management of M&S

Discipline-Specific Essential Knowledge and Skills
The M&SE program should prepare engineering gradu-

ates who can utilize modeling and simulation in various 
domains and for different applications, and who possess 
the foundation upon which to expand the current M&S 
body of knowledge.  The M&SE program faculty has 
defined a set of essential knowledge and skills that they 
believe form the technical foundation for the discipline 
of modeling and simulation engineering.  These are the 
concepts, principles, and methods that anchor the M&SE 
curriculum; they represent the fundamentals that every 
M&SE graduate must know and be able to use.  The M&S 
essential knowledge and skills are stated as a set of student 
outcomes that are focused on the technical components of 
the M&S curriculum.

M&SE students who qualify for graduation will have:
1.	An ability to communicate designs across technical 

and non-technical boundaries;

2.	An ability to model a variety of systems from different 
domains;

3.	An ability to develop an input data model based on 
observed data;

4.	An ability to select and apply appropriate simulation 
techniques and tools;

5.	An ability to develop simulations in software;

6.	An ability to apply the experimental process to ac-
quire desired simulation results;

7.	An ability to apply visualization techniques to support 
the simulation process;

8.	An ability to use appropriate techniques to verify and 
validate models and simulations; and

9.	An ability to analyze simulation results to reach an 
appropriate conclusion.

4.2.  Undergraduate M&SE Curriculum
The M&SE curriculum is first and foremost an engineering 

program having a focus on problem solving, design, and 
experimentation.  The curriculum is designed with 128 
credits; 32 credits of mathematics and basic science courses, 
58 credits of engineering science and design courses, 

4.  UNDERGRADUATE PROGRAM
IN M&S ENGINEERING (M&SE)

The undergraduate program in M&S Engineering is 
designed to serve two constituencies, those seeking a major 
in M&S and those seeking a minor, reflecting the developer 
and user constituencies respectively.  The curriculum is 
designed primarily to serve those in the major, while recog-
nizing the benefit that a minor in M&S provides to students 
in other engineering and science fields.  This section first 
presents the goals of the program and then describes the 
program curriculum.

4.1.  Program Goals
The undergraduate M&SE program is designed to meet 

four sources of program content and goals: the ABET 
criteria for accrediting engineering programs, the literature 
defining an M&S body of knowledge, a set of discipline-
specific student outcomes identified by program faculty, 
and university general education requirements.  In this 
section, these requirements are described and the impact 
on curriculum structure is noted.  Discussions of the ABET 
criteria and the university general education requirements 
can be found in [20] where the design of the curriculum is 
presented.  The M&S body of knowledge and the discipline-
specific student outcomes are briefly discussed here to help 
set the curriculum in context, though a more complete 
discussion is found in [20].

M&S Body of Knowledge
A number of significant efforts have been made to define 

an M&S body of knowledge [4], [21]. However, the focus 
of these efforts primarily has been to identify content for 
development of M&S graduate programs or for develop-
ment of licensure requirements for current M&S practitio-
ners.  Thus, while existing body of knowledge presentations 
may not be entirely appropriate to undergraduate program 
development, the work serves as a framework from which 
to select a subset of content areas that are appropriate to 
M&SE baccalaureate programs.  The topics of the body of 
knowledge displayed here are taken from [19] and were 
used as the basis for the 2009-2011 revision of the CMSP 
examination.  A more detailed list is found in [21]. 

1.	Fundamental Concepts and Context

2.	Applications and Domains

3.	Modeling Methods

4.	Simulation Implementation
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•	 Software Development - The software 
development content area consists of courses 
that develop a programming capability and 
then use that capability to code simulations.  
Background courses are computer science 
courses while simulation development is an 
M&SE course.  Computer visualization is included 
in this content area.

•	 Analysis - The analysis content area consists of 
the courses that lead to an analysis capability.  
This area includes the mathematics courses in 
calculus, differential equations, and probability 
and statistics.  It also includes a simulation 
analysis course that addresses random number 
generation, input data modeling, output 
data analysis, verification and validation, and 
experimental design.  

•	 A skills content area consists of the courses that 
provide essential academic skills such as the ability to 
communicate effectively.  The communication skills 
component is particularly strong and consists of the 
following course sequence: English composition, 
technical writing, public speaking, and information 
literacy and research.  Extension and practice of 
these skills also are present in a number of the core 
technical courses.

32 credits of general education courses, and 6 credits of 
approved electives.  The credit distribution is selected to 
satisfy ABET Criterion 5 [22] and the university’s general 
education requirements.  The curriculum is displayed in 
“showcase” format in Figure 2.  In this display, the courses 
are distributed over eight semesters and the courses are 
sequenced to satisfy all prerequisite and co-requisite 
requirements.  The core technical courses are displayed in 
Figure 3.  In this display, the core courses are grouped into 
three content areas: modeling and simulation; software 
development; and analysis. This display also shows explicitly 
all prerequisite and co-requisite relationships among the 
courses.

The following statements highlight important character-
istics of the M&SE curriculum.
•	 The core engineering science and engineering design 

courses are grouped into three content areas as 
highlighted in Figure 3.

•	  Modeling and simulation - The modeling and 
simulation content area consists of courses that 
address the design and implementation of models 
and simulations.  This track includes courses on 
Monte Carlo simulation, discrete event simulation, 
continuous simulation, and modeling methodologies.

Figure 3.  M&SE Core Courses Showing Prerequisite Requirements.
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of a minor in the M&SE curriculum is viewed as a 
strength and students are encouraged strongly to 
utilize this option to further round their education 
and strengthen their potential in the workforce.

4.2.  Minor in M&SE
The benefits of getting a solid background in M&S for 

students in engineering and science fields are becoming 
more crucial as M&S becomes more and more prevalent 
in the workforce.  Therefore, minor paths through the 
curriculum have been defined to support educating 
students having the appropriate mathematics, science and 
programming skills.  As with the overall program, the minor 
is designed to serve both M&S users and M&S developers.

The M&S user population is considered to include 
students in all engineering and science fields, as well 
as others willing to acquire the necessary background.  
Students in this population usually have a solid background 
in calculus and differential equations, college level physics, 
and some basic level programming.  Modern computer 

•	 A professional skills and knowledge content 
area includes the following courses and topics: 
introduction to engineering profession; engineering 
ethics; impact of technology; project management; 
fundamentals of engineering examination 
preparation; and the capstone design experience.

•	 The curriculum allows for inclusion of a formal minor; 
that is, a set of 12 credits at the upper division offered 
and approved by an external academic department.  
We are working with several departments to organize 
minors that will have a beneficial impact on the 
student’s major studies.  For example, the Psychology 
Department has a minor in human factors that 
includes courses on perception, cognition, human-
computer interfacing, and human behavior modeling.  
The Biomedical Engineering minor includes courses in 
biomechanics, human physiology, and innovation and 
entrepreneurship in the biomedical area.  For those 
students wishing to seek licensure as a professional 
engineer, minors in civil, electrical, computer, and 
mechanical engineering are available.  The inclusion 

Figure 2. Showcase M&SE Curriculum
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foundation in the discipline and/or preparing for tech-
nical leadership positions.  The MS and PhD programs are 
directed primarily at full-time students who are preparing 
for a career in advanced M&S research and/or academic 
positions.

The ME program is available only as a non-thesis 
option and is designed around a strong set of core 
courses addressing the foundation of the M&S Body of 
Knowledge.  Required core courses include: Introduction 
to M&S; Discrete Event Simulation; Continuous Simulation; 
Engineering Systems Models; Analysis for M&S; Visualization 
for M&S; and Distributed Simulation.  Three elective courses 
also are required and allow the student to investigate 
advanced M&S fundamentals or applications of M&S in 
various domains.  This program is available live, synchro-
nously through two-way television; and asynchronously 
through the Internet.

The DEng program is available only to M&S industry 
practitioners having at least two years of engineering 
experience.  Candidates must have the cooperation and 
support of their employer.  The program consists of a core 
of engineering management and leadership courses and 
advanced technical M&S courses.  An applied project that 
demonstrates the candidate’s ability to apply technical and 
managerial skills to the solution of a significant engineering 
problem also must be completed.  At present, this program 
is offered only in the live and televised formats, but plans 
are underway to offer the program asynchronously via 
the Internet.  Project activity requires periodic live interac-
tions between the candidate and participating faculty and 
industry supervisors.

The MS program is available only as a thesis option.  The 
curriculum is designed around a reduced set of core courses 
that includes five courses: Introduction to M&S; Discrete 
Event Simulation; Engineering System Modeling; Analysis 
for M&S; and Visualization for M&S.  In addition, students 
must complete a thesis research project and three elective 
courses designed to support the thesis research.  The thesis 
research is designed to provide a research apprenticeship 
in which the candidate conducts guided research in an area 
of M&S.  While some of the course work is available via tele-
vised instruction and asynchronous web delivery, students 
are expected to be present on campus to work with their 
supervising faculty during the completion of their thesis 
research.

simulations are allowing scientists and engineers to study 
increasingly complex systems.  However, present-day 
scientists and engineers frequently lack the basic knowl-
edge of how to effectively apply modeling and simulation 
within their disciplines.  Often existing computer tools 
are not capable of studying today’s systems because the 
tools were designed only for older system constructs or 
the tools cannot scale.  Therefore, students should have an 
understanding of basic M&S techniques to allow them to 
go beyond current tool capabilities.  The minor for the user 
population then focuses on giving students the ability to 
develop models and simulations using state of the art tech-
niques in both the discrete event and continuous domains.  
They also learn the proper analysis techniques to run 
simulations in an experimental environment.  Courses avail-
able to this population include Discrete Event Simulation, 
Continuous Simulation, Simulation Analysis, and Systems 
Modeling.

The M&S developer population is comprised of computer 
scientists and computer engineers looking to extend their 
education into the M&S field.  This population is character-
ized by having a strong background in calculus and object 
oriented programming.  In the minor, they then are exposed 
in some depth to the software development aspects of M&S.  
Courses available to this constituency include Discrete Event 
Simulation, Simulation Software Design, Computer Graphics 
and Visualization, Distributed Simulation, Simulation 
Analysis, and Game Development.

As basic M&S concepts become more essential and better 
integrated in the engineering and science disciplines, it is 
anticipated that the need for a minor in M&S will grow.  A 
minor in M&S gives other academic programs the chance 
to have their major students exposed to M&S without 
taking away from the major course content in their present 
curriculum requirements.

5.  GRADUATE PROGRAM IN M&S

The M&S Graduate Program is administered through 
the MSVE Department and is directed at the M&S devel-
oper student constituency.  The MSVE Department 
offers programs of study leading to the degrees Master 
of Engineering (ME) in M&S, Master of Science (MS) in 
M&S, Doctor of Engineering (DEng) in M&S, and Doctor 
of Philosophy (PhD) in M&S.  The ME and DEng programs 
are directed primarily at part-time students employed 
full-time in the M&S industry who are seeking a more solid 
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constituency and the developer student constituency.  An 
M&S graduate certificate program provides M&S users with 
the skills and knowledge that they need to apply M&S in 
the study of other disciplines.  An academic department 
offering a full spectrum of M&S academic degree programs 
provides M&S developers the opportunity to achieve tradi-
tional academic credentials in M&S.  The research activities 
of both student constituencies are further enhanced by the 
presence of a university-wide M&S research center.

Perhaps the single most important aspect of this model 
has been the development of an undergraduate program in 
M&SE.  When fully implemented, this program will produce 
a source of entrance-level engineers that are heavily in 
demand by the M&S industry.  Industry no longer will need 
to retrain graduates from other academic disciplines to 
support their M&S activities.  The existence of the M&SE 
bachelor’s program also has served as a catalyst in the 
development of M&S educational programs at the commu-
nity college level and the high school level.  This year, for 
the first time ever, our state has a workforce development 
educational pathway in M&S that extends from high school 
through the doctoral degree.  Students interested in 
building a career in M&S can enter and exit this educational 
pathway several times as they progress up the technical 
position hierarchy in M&S.

A second very positive outcome achieved by imple-
menting this organizational model has been the positive 
response from the M&S user constituency.  Students from 
across the university are discovering and applying M&S.  
Their presence in graduate classes and their participation 
on multi-disciplinary research teams has enriched the 
academic environment.  This cross-disciplinary exchange 
among students now is beginning to encourage faculty to 
explore the formation of faculty inter-disciplinary and multi-
disciplinary research teams to address problems that could 
not be solved through other approaches.  Our experiences 
so far have been very promising. 

The PhD program focuses on developing the necessary 
skills and advanced knowledge to evaluate and conduct 
independent original research in an area of M&S.  The goal 
of the program is to prepare students for careers in teaching 
and research in academic institutions, as well as the conduct 
or leadership of research and development in public and 
private organizations.  The program requires the comple-
tion of four core courses and four elective courses selected 
to aid the dissertation research.  The program also requires 
the successful completion of a progressive sequence of 
program examinations including the Diagnostic Exam, 
the Qualifying Exam, the Dissertation Proposal, and the 
Dissertation Defense.  Once again, some of the course work 
is available via televised instruction and asynchronous 
web delivery, but students are expected to be present on 
campus to work with their supervising faculty during phases 
of the dissertation research.

At the present time, there are no undergraduate 
programs in M&S.  Students come to the M&S graduate 
program having only basic skill sets in mathematics, 
computer science, and possibly engineering.  Therefore, 
the MS and ME programs are designed for students with 
little or no background in M&S.  As more undergraduate 
M&S programs are established, some portion of entering 
M&S students will have significant backgrounds in M&S 
fundamentals.  This will create a new challenge, and an 
exciting opportunity, for M&S graduate programs.  Master’s 
programs will need to be expanded and elevated so that 
they challenge the students having undergraduate M&S 
degrees.  At the same time, background courses will be 
needed to allow students entering the program without an 
undergraduate M&S degree to be successful. 

6.  CONCLUSION 

A new multi-faceted model for university-level M&S 
academic programs is described.  The organizational model 
simultaneously supports the needs of both the user student 
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Introduction

Personalized instruction can be highly effective. For 
instance, students who learn from a dedicated human 
tutor perform substantially better than those who are 
educated in group-oriented classroom settings (Bloom, 
1984). However, one-on-one tutoring is expensive—
requiring many more resources per student than teaching 
a group. One way to help personalize learning, without 
requiring more instructors, is to supplement human atten-
tion with adaptive computerized tools. 

Adaptive instructional technologies, such as Intelligent 
Tutoring Systems (ITSs), personalize instruction for each 
student. ITSs can respond to students’ needs by detecting 
mistakes and correcting them, customizing their teaching 
styles, or even changing what material they teach. To 
make this adaptation possible, most ITSs contain internal 
models that reflect what they “know” about the student, 
the material, and how to teach. In particular, the learner 
model (also called the student, trainee, or user model) lets 
an ITS compile information about learners and respond to 
them. As such, learner models are critical components of 
adaptive instructional systems. 

In an ideal world, learner models would only be 
designed to best support instructional objectives, but 
in reality, development costs must also be considered. 
Creation of learner models can represent up to a third of 
ITSs’ planning and development costs (Folsom-Kovarik, 
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performance history of students so that the software can 
determine learners’ strengths and weaknesses, then select 
content and teaching approaches that meet each learner’s 
unique needs. The remainder of this paper focuses on 
learner models and the variety of modeling techniques 
that can implement them.

Survey of Learner Models

This section describes a variety of learner model types, 
from the most detailed to the most abstract. When avail-
able, quantitative information about models’ learning 
effects and typical development costs are provided. For 
comparability, learning outcome data are reported as effect 
sizes, which describe the difference in pretest–posttest 
improvement between a control group and an experi-
mental group. For example, an effect size of 1.0 means 
that the average improvement in the experimental group 
was one standard deviation higher than the average 
improvement in the control group (Schulze, 2004). Figure 
1 illustrates an example effect size of 0.8; in this sample 
graph, the experimental group’s average score is almost a 
full grade-level higher than the control group’s average. As 
a reference point, consider that human tutors can produce 
an effect size of about 2.0 as compared with large-group 
instruction (Bloom, 1984). 

The development costs of the systems are reported 
as a ratio of person-hours to hours of instruction. The 
ratio format makes cost figures more comparable across 
different ITSs that may undertake more or less complex 
tutoring tasks.

Production rule models
The most detailed models currently used in ITSs are the 

production rule systems that employ a model tracing algo-
rithm. These ITSs contain many rules drawn from a general 
model of human cognition. The ITS traces learner cognition 
by finding the rules that produce the same outcomes as 
the learner did. For example, if there is a 30-second delay 
after an ITS asks a question before the learner responds to 
it, a model-tracing tutor might contain rules that estimate 
how much of that time the learner spent reading the 
question, how much selecting an answer, and whether the 
delay indicated confusion, mental load, and so on. Model-
tracing tutors attempt to capture students’ cognitive steps 
at a very granular level, so they are often called cognitive 
tutors (Anderson, 1993). Many cognitive tutors use the 
ACT, ACT*, or ACT R cognitive model, although some 

Schatz, & Nicholson, 2010). Developing a sophisticated 
learner model, for instance, may require the equivalent of 
five people working full-time for a year (Koedinger, Aleven, 
Heffernan, McLaren, & Hockenberry, 2004), while simpler 
models may be ready in just a few days (Blessing, Gilbert, 
Ourada, & Ritter, 2009; Folsom-Kovarik et al., 2010). Thus, 
when designing a new adaptive instructional system, there 
is a clear need to balance models’ costs and benefits. To 
help practitioners do this, we have conducted a review of 
learner modeling approaches and attempted to identify 
measures of both their effectiveness and costs; we have 
also summarized three key considerations that further 
affect the type of model to be used. Although multifaceted 
concepts (like learner model cost-benefit ratios) cannot be 
reduced to simple universal answers, we hope this review 
offers meaningful insights into learner modeling from a 
practical perspective. 

Intelligent Tutoring Systems (ITSs)

Different forms of adaptive instructional systems exist, 
and broadly speaking, they all attempt to give different 
learners different help. In general, the premise of adap-
tive instructional systems is that personalized instruction 
improves learning effectiveness and, often, instructional 
efficiency. Intelligent tutors are among the most well-
studied adaptive instructional technologies. They employ 
artificial intelligence and an array of modeling techniques 
to adapt instructional content and its delivery to each 
student’s needs—similar to how human tutors adaptively 
interact with their students but without the need for direct 
instructor involvement. 

ITSs have been used in a variety of real-world settings, 
from avionics maintenance to grade-school mathematics. 
Simple ITSs can be presented via the web, while more 
complex versions employ sophisticated artificial intel-
ligence and require dedicated software platforms. More 
recently, intelligent tutoring mechanisms have also 
been integrated with simulation-based training environ-
ments (for a review see Schatz, Oakes, Folsom-Kovarik, & 
Dolletski-Lazar, in press). 

ITSs’ effectiveness depends on their underlying models. 
Heuristically, most ITSs include three models: (1) a domain 
model that organizes and articulates the subject matter 
(that is, “what to teach”), (2) a pedagogical model that 
describes instructional approaches (or “how to teach”), and 
(3) a learner model that describes the unique attributes and 
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  Figure 1. Effect size describes the difference between two bell curves.
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teaching college students the LISP programming language 
produced an effect size of 0.75 compared to working 
the problems without hints (Corbett, 2001; Corbett & 
Anderson, 2001). Finally, in conjunction with an overhauled 
curriculum, the PUMP Algebra Tutor (PAT) taught algebra 
skills to a large sample of ninth-grade students in urban 
schools. Compared to students who received all their 
math instruction in a classroom, students who used PAT 
during some class periods displayed improved learning 
effect sizes of 0.7 to 1.2 (Koedinger, Anderson, Hadley, & 
Mark, 1997).

As shown in this section, production-rule tutors have 
been fielded and tested in meaningful real-world settings, 
and they generally engender substantial learning effects. 
In fact, production-rule tutors have among the highest 
rates of effectiveness of all the tutor varieties discussed in 
this paper. However, even the most economical produc-
tion-rule tutors require a substantial development time 
investment. Some researchers who use model-tracing 
systems argue that implementing a specific cognitive 
theory is worth the added cost (Neches et al., 1987), and 
empirical results generally show that cognitive tutors can 
produce learning increases among the best of any ITS.

General perturbation models
A broad class of learner models, called perturbation 

models or buggy models, try to describe all the incorrect 

production-rule systems have been based on other cogni-
tive theories (Callaway et al., 2007; B. G. Johnson, Phillips, 
& Chase, 2009; Neches, Langley, & Klahr, 1987).

Early model-tracing systems required between 100 
and 1000 hours of development for each hour of instruc-
tion, which was comparable to the time required to build 
other computer-aided instruction systems of the time 
(Anderson, 1993, p. 254). More recently, developers of a 
model-tracing algebra tutor reported that its development 
took approximately 10,000 hours and provided 50 hours 
of instruction, or 200 development hours for each hour of 
instruction (Koedinger et al., 2004). Simple model-tracing 
tutors can also be built with the Cognitive Tutor Authoring 
Tools (CTAT), a set of tools designed to speed the authoring 
process. A formative study, where four graduate students 
built a model with just six rules, showed that using CTAT 
sped up the development process by 40 percent (Aleven, 
McLaren, Sewall, & Koedinger, 2006). If this result can 
generalize to larger projects, future model-tracing tutors 
might require less than 100 hours of development time for 
each hour of instruction.

Early model-tracing tutors demonstrated success in 
several settings. A high-school geometry tutor produced 
improvements of “more than one standard deviation” 
compared to classroom study (Anderson, Corbett, 
Koedinger, & Pelletier, 1995, p. 183), and a tutor for 
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misconceptions—on average, fewer than five (VanLehn et 
al., 2007). These tutors have achieved effect sizes as high as 
1.02 (Graesser et al., 2003; VanLehn et al., 2007). However, 
these learning outcomes are usually attributed to the 
unique dialogue interaction of the tutors, rather than their 
very simple learner models (Rosé et al., 2001). 

In sum, detailed buggy models require significant 
effort to build, and typical models have not been devel-
oped at low costs. Furthermore, the published literature 
lacks examples of buggy-model ITSs that demonstrated 
a substantive improvement in learning effectiveness, 
beyond the dialogue-based systems mentioned above. 
For these reasons, buggy models (when used as the sole 
learner model in traditional ITSs) may not offer sound 
return on investment.

Example tracing
Like tutors with buggy models, example-tracing tutors 

can respond to errors that learners make at a detailed 
level. However, example-tracing tutors do not model 
misconceptions in a list that can generalize to multiple 
situations. Instead, system authors define incorrect 
responses for single questions, and they are less concerned 
with the cognitive theories that underlie these mistakes. 
An example-tracing tutor might ask a multiple-choice 
question and have responses built in for each of the 
wrong answers, but not have any programming to deal 
with other, similar questions. This abstraction away from 
a detailed cognitive theory also gave example-tracing 
systems their old name, pseudo-intelligent tutors or 
pseudotutors.

Example tracing models were created in direct response 
to the high development costs of the model-tracing 
approach (Koedinger et al., 2004). From their inception, 
development of example-tracing systems has been sped 
by the CTAT authoring tools, which are also used to create 
model-tracing systems. In preliminary tests, domain 
experts needed an average of about 23 hours of design 
and development time to create one hour of example-
tracing instruction with CTAT (Koedinger et al., 2004), and 
in recent studies, novices required only 30 (Heffernan et al., 
2006) to 40 hours of development time to create one hour 
of instruction (Razzaq et al., 2008).

Co m p a re d  to  p e n - a n d - p a p e r  h o m e wo r k ,  t h e 
ASSISTment example-tracing tutor produced a learning 
improvement of 0.61 standard deviations (Mendicino, 

knowledge the learner may have. Incorrect knowledge, 
variously called misconceptions, mal-rules, or bugs, repre-
sents persistent errors in thinking that the ITS should 
correct.  The model-tracing ITSs described above could 
be considered relatives of buggy models because their 
production rules also include rules for incorrect actions 
and misconceptions (VanLehn, 1988). In general, buggy 
models do not necessarily use any particular cognitive 
model or method to interpret evidence of bugs. As an 
example, a buggy-model ITS for teaching algebra might 
contain a library of common algebra mistakes that let it 
recognize why learners give wrong answers on an algebra 
test.

While some buggy models can be automatically 
populated based upon cognitive theory (e.g., DEBUGGY, 
(Brown & VanLehn, 1980); IDEBUGGY, (Burton, 1982)), 
other systems require subject matter experts to manually 
enumerate an exhaustive list of bugs (e.g., PROUST, (W. L. 
Johnson, 1990)). Therefore, buggy models can entail a high 
cost, and this cost may grow considerably if developers 
hope to generalize the model to different learner popula-
tions (Payne & Squibb, 1990). To provide a specific figure, 
one report on buggy-model development gave a cost ratio 
of 133:1 (Folsom-Kovarik et al., 2010), which is in line with 
production rule system costs.

In terms of performance, published results suggest that 
buggy models have performed somewhat less well than 
production-rule models. One buggy-model ITS, called 
Smithtown, let students explore and manipulate an artifi-
cial economy (Shute & Glaser, 1990). Students who spent 
five hours with the ITS did as well on a test of economic 
principles as a control group of students who spent eleven 
hours studying in a classroom. More recently, a learning 
system called Adaptive Content with Evidence-based 
Diagnosis (ACED) used a buggy model for error feedback 
while teaching algebra to high school students (Shute, 
Hansen, & Almond, 2008). ACED did show an effect size 
of 0.38, but only in comparison to no intervention at all; 
although it should be noted that the main focus of the 
ACED project was not on improvement in learning but 
on improving assessment without damaging students’ 
learning.

Finally, two dialog-based tutors, AutoTutor (Graesser et 
al., 2004; Graesser, Wiemer-Hastings, Wiemer-Hastings, & 
Kreuz, 1999) and Atlas (VanLehn et al., 2002), both esti-
mate students’ knowledge with short lists of common 

www.msco.mil/


M&S Journal • Winter Edition 2011www.msco.mil/ 28

Return on Investment: A Practical Review of Learner Modeling Techniques

Several well-studied ITSs have used constraint-based 
methods, giving a good overview of the typical learning 
effects they can achieve. For instance, a constraint-based 
tutor that taught SQL to college students produced an 
effect size of 0.63 as compared to an ablated version that 
used no adaptation (Suraweera & Mitrovic, 2004). Another 
constraint-based tutor in the same domain had previously 
produced an effect size of 0.75, but in that formative study 
selection bias may have confounded the results (Mitrovic 
& Ohlsson, 1999). A third constraint-based ITS taught a 
small group of students collaboration skills. When the 
ITS provided immediate feedback, knowledge about 
collaboration tactics improved by 1.3 standard deviations, 
compared to students using the ITS with no collaboration 
feedback (Baghaei & Mitrovic, 2007).

Finally, in an interesting case, the Andes physics tutor 
was first created with production rules and a Bayesian 
network (described below), but it was later remade with 
constraints (VanLehn et al., 2005). Evaluated annually over 
four years, Andes with a constraint-based learner model 
yielded an overall effect size of 0.61 compared to working 
practice problems on pen and paper. The learning gain 
was especially large, 0.70 and 1.21, in the two areas where 
the Andes material most closely aligned with the course 
test material (VanLehn et al., 2005). This effect size is very 
close to the result reported for the model-tracing PAT tutor 
described above.

Overall, these development costs and outcomes are 
similar to those of production-rule systems—the most 
consistently effective, but also the most expensive, models. 
However, unlike production-rule models, simpler models 
could be created with the constraint-approach, but the 
development costs and learning outcomes of such simple 
constraint-based systems have not yet been recorded.

Bayesian networks and other classifiers
A Bayesian network consists of a collection of known 

values, such as how well a learner is performing on a 
particular test question, and estimated values, such as how 
well that learner understands the underlying concepts. 
The model includes relationships between known and 
unknown values that make its predictions reasonable 
(Charniak, 1991). For example, a Bayesian model could 
take a learner’s wrong answer to one question and infer 
that the learner is more likely to make a mistake on several 
other questions. Like the other classifiers described in this 
section, Bayesian networks often model few details about 

Razzaq, & Heffernan, 2009). Another example-tracing 
tutor, which taught logic puzzles to college students, 
produced an effect size of about 0.75 compared to pen-
and-paper practice (Hockenberry, 2005), and this system 
(built with CTAT) required only 18 hours of development 
for one hour of tutoring time.

Example-tracing models are less detailed and less 
general than canonical cognitive tutors and buggy-model 
tutors. This may explain why even the best example-
tracing tutors have only produced moderate learning 
gains, roughly 60% of the effectiveness reported for full 
production-rule systems. However, published experiences 
show it is possible to rapidly build an example-tracing 
tutor, and for this reason they offer a high cost-benefit 
ratio.

Constraint-based modeling
Constraint-based modeling eschews extensive models 

of learner cognition and instead constructs libraries of 
domain-relevant constraints against which learners’ 
actions are compared (Ohlsson, 1994). Constraint-based 
models need not track historic performance or even 
specific user actions, but instead monitor the immediate 
problem state. As long as a learner never reaches a state 
that the model identifies as wrong, he or she may perform 
any action. This allows constraint-based tutors to selec-
tively abstract away certain details. As an example, an ITS 
using constraints in a simulation environment might let 
learners wander around an area for some time without 
trying to model their specific actions, but would intervene 
when they take too long, move into a restricted area, or 
otherwise make an outright mistake.

An early constraint-based tutor that taught SQL to grad-
uate students had a cost ratio of 220:1 (Mitrovic & Ohlsson, 
1999), but since that time, several authoring tools have 
been created that improve the efficiency of their develop-
ment. For example, using the Constraint Authoring System 
(CAS), graduate student participants were able to build a 
constraint-based tutor for adding fractions in, on average, 
31.3 hours (Suraweera, Mitrovic, & Martin, 2007). The 
Web-Enabled Tutor Authoring System (WETAS) similarly 
helped four graduate students work together to create a 
small spelling tutor, requiring 32 person-hours to complete 
(Martin, Mitrovic, & Suraweera, 2008). Unfortunately, the 
teaching times of these small tutors were not reported.
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tactics tutors created with the Internet ITS Authoring Tool 
needed “a small fraction of the time normally required” to 
create learner models (Stottler et al., 2001, p. 1). Similarly, 
the Cognitive Model SDK is an authoring tool for manually 
developing hierarchical rules whose predicate sets func-
tion similarly to decision trees. This architecture let under-
graduate novices develop the model for a fraction addition 
tutor in 7.68 hours on average, or about a quarter of the 
time novices in a separate study needed to develop a 
constraint-based model in CAS for a similar tutor (Blessing 
et al., 2009). Finally, one anonymous practitioner reported 
building a classifier model which required 30 hours of 
develop per hour of instruction, while another reported 
spending 50 hours per instruction hour (Folsom-Kovarik 
et al., 2010).

In summary, classifiers collectively represent an effi-
cient approach to developing learner models. However, 
they typically have lower detail and have produced lower 
learning effectiveness outcomes than some of the more 
detailed systems, such as that use the production-rule, 
constraint-based, and example-tracing approaches. 
Nonetheless, due to their low development costs, classifier 
systems have good cost-benefit ratios.

Overlay models
Many ITSs, especially early examples such as Scholar 

(Carbonell, 1970), PLATO West (Burton & Brown, 1976), 
and Wusor II (Carr, 1977, p. 66), modeled learners’ knowl-
edge with an overlay. Overlay models ignore details of 
how students learn and instead track what students have 
learned in a simple way, similar to a checklist. An example 
would be an ITS that re-teaches several target skills until 
a learner demonstrates each skill once. Overlays’ high 
degree of abstraction, however, does not lead to flexibility 
in learner interactions. On the contrary, overlays tend to 
force learners into specific answers and discount learner 
knowledge that falls outside the ITS’s model of expert 
knowledge (Burton & Brown, 1976).

Developing overlay models requires expert knowledge 
of the domain in order to specify topic definitions, prereq-
uisites, and ordering. After knowledge elicitation about 
the content, though, there are few technical challenges 
to building overlay models. Practitioners have been able 
to spend as little as 24 development hours per instruc-
tion hour, although two other projects reported ratios of 
100:1 or 667:1 (Folsom-Kovarik et al., 2010). These figures 
remind us that while some model types can be developed 

learners, because Bayesian networks become more diffi-
cult to adjust as their size increases. A Bayesian network 
large enough to differentiate the hundreds of detailed 
misconceptions that some buggy libraries use would 
be difficult to initialize, and its estimates would become 
highly suspect (Ott, Imoto, & Miyano, 2004).

Wayang Tutor used a Bayesian network to interpret data, 
such as the correctness of answers and hint selection, 
without tracing every step of problem solving (Arroyo, 
Woolf, & Beal, 2006). One study showed that the tutor 
helped students learn, but the control and experimental 
groups were dissimilar and no effect sizes could be given 
(Beal, Walles, Arroyo, & Woolf, 2007). Another study found 
Wayang Tutor was as effective as small-group study with 
a human tutor (Beal, Shaw, & Birch, 2007), and comparing 
Wayang Tutor to classroom instruction or with non-inter-
active websites yielded an effect size of 0.39 (Arroyo, Woolf, 
Royer, Tai, & English, 2010).

Dynamic Bayesian networks are Bayesian networks that 
can account for change over time. The Prime Climb educa-
tional math game used a dynamic Bayesian network to 
model students’ affect and then adapt its hints accordingly. 
The game showed a learning effect size of 0.7 as compared 
to students who played the same game with no hints at all, 
and a “modified roll-up” method made the design of the 
dynamic network only slightly more complicated than the 
design of a static one (Conati & Zhou, 2004).

Other static and machine-learning classifiers can also 
play the role of a student model. Examples of such clas-
sifiers that have been used as student models include 
finite-state automata (e.g., Stottler, Fu, Ramachandran, 
& Vinkavich, 2001), decision trees (e.g., Cha et al., 2006; 
McQuiggan, Mott, & Lester, 2008), neural networks (e.g., 
Castellano, Mastronardi, Di Giuseppe, & Dicensi, 2007), 
case libraries (e.g., Kass, Burke, Blevis, & Williamson, 
1994; Reyes & Sison, 2002), and ensemble methods 
(e.g., Hatzilygeroudis & Prentzas, 2004; Lee, 2007). In at 
least some practical situations, many classifiers are inter-
changeable in their performance (McQuiggan et al., 2008; 
Walonoski & Heffernan, 2006).

Published reports typically do not detail the develop-
ment effort needed to create classifiers. In part, this may 
reflect researchers’ perception that classifiers are “off-
the-shelf” technology and their implementation can be 
completed with little effort. As an example, several military 
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Figure 2. While the relationships between models are complex, 
a notional grouping helps contextualize the types discussed.
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overlays. This is because, as the following section discusses, 
several modern design considerations often limit overlay 
models’ instructional effectiveness.

Other Considerations

The previous section briefly surveyed six common cate-
gories of ITS learner models. Their degrees of abstraction, 
learning impacts, and development costs were described 
(see Figure 2). However, selection of a learner model type 
will be affected by other important considerations, too. 
These include whether the subject matter is poorly defined 
or unusually open-ended, how much generalizability is 
required, and whether macroadaptation or simply micro-
adaptation will be employed.

Open-ended and ill-defined domains
How well defined a domain is affects the clarity of 

the rules the tutor can use to evaluate students’ actions. 
Some domains are difficult to distill into clear-cut rules. 

at low cost, any modes can have high costs under different 
circumstances.

One example of an overlay model is the classic ITS 
Sherlock, which taught electronics troubleshooting. 
Sherlock implemented a rather intricate overlay model 
that could estimate trainees’ abilities as one of four levels 
for each skill (Lesgold, Lajoie, Bunzo, & Eggan, 1988). The 
model also allowed for learning and forgetting. Comparing 
trainees who worked for 20 hours with Sherlock against 
those who had 20 hours of on-the-job instruction gave an 
effect size of 1.02 (Shute, 1990).

In summary, although the models’ development costs 
can vary widely, it is possible to develop overlay models 
quite inexpensively. Overlay models have produced 
moderate effect on learning in the past. The effectiveness 
and development costs of overlay models are likely to vary 
based on the effort and subject matter expertise dedicated 
to each instance. Further, few modern systems use pure 
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included in buggy models can vary significantly among 
populations, even between one school and another (Payne 
& Squibb, 1990; VanLehn, 1982). Moving between groups 
with larger differences may cause performance degrada-
tion, and since model-tracing systems are related to buggy 
models, their reusability might also be questioned. Some 
model-tracing rules may need to be completely rewritten 
for new populations (Kodaganallur et al., 2006; Mitrovic, 
Koedinger, & Martin, 2003), although the widespread 
use of some model-tracing systems suggests that their 
production rules are actually fairly reusable (Koedinger 
et al., 1997). Constraint-based tutors may be more resil-
ient still (Mitrovic et al., 2003); however, in practice, some 
constraint-based tutors do use constraints equivalent to 
production rules, so there may be little practical differ-
ence in the ease of redeploying constraint-based and 
production-rule systems (Kodaganallur et al., 2006). Finally, 
systems that incorporate machine learning, include some 
case-based, Bayesian, and other classifier models, are all 
designed to adapt to new student populations within the 
parameters of their machine learning algorithms (Murray, 
2003). Thus, these systems should boast good capacities 
for generalization and reuse with little additional effort.

Macro- and microadaptation
Although all ITSs adapt, or personalize, their interactions 

with students, the timing of their adaptations can differ. 
Snow and Swanson (1992) identify three options for when 
to diagnose and subsequently adapt the system. First, 
these can occur prior to a training episode based upon 
pre-task measures or historical data; this is called macro-
adaptation. Second, adaptive interactions can take place 
during the training task based upon ongoing performance 
or behavioral assessment; this is called microadaptation. 
Finally, an ITS can use macro- and microadaptation in 
combination.

In modern parlance, systems that use macroadapta-
tion alone are likely to be termed computer-based 
training systems or adaptive learning systems, while 
many intelligent tutors use microadaptation only (Ong & 
Ramachandran, 2005). In some environments, there may 
be practical reasons to avoid implementing macroadap-
tation. For example the Andes physics tutor, which in its 
original version used a Bayesian network to adapt lesson 
plans (Conati, Gertner, & VanLehn, 2002), was redesigned 
without macroadaptation because the educators using 
the system required a specific curriculum presented in 
a specific order (VanLehn et al., 2005). However, when 

For example, social interaction tasks call on subtle experi-
ences that may be difficult to program into a computer 
(Kass et al., 1994). Relatedly, domains in which a learner 
can make many diverse decisions, or in which the same 
decision can lead to many distinct actions, may be difficult 
to operationalize. 

Two learner model types work better in open-ended 
or ill-defined domains because they place fewer limits on 
the types of actions learners can take. First, in constraint-
based models, learners may perform any action as long 
as they never reach a state that is constrained in the 
model. Because of this permissiveness, constraint-based 
approaches may offer the best solution for open-ended 
problem domains (Mitrovic & Weerasinghe, 2009). Second, 
case libraries, a subset of the classifier models, have an 
advantage in domains that are too complex, subjective, 
underexplored, or otherwise imprecisely defined to specify 
exactly (Lynch, Ashley, Aleven, & Pinkwart, 2006).

Generalization
A model’s ability to generalize relates to its software 

modularity and reusability. More generalizable models 
allow greater reuse, which may involve adding new mate-
rial or repurposing the ITS for a new audience. Models may 
lose generalizability if they contain built-in assumptions 
about the material, students, or pedagogy. Generalization 
and reusability are weaknesses of most contemporary 
ITSs. In their ideal implementations, production-rule and 
constraint-based models should allow for some reuse, 
although typical implementations of both sacrifice gener-
alization for development expediency (Kodaganallur, 
Weitz, & Rosenthal, 2006).

The most basic way to generalize or repurpose an ITS 
is to add more problems similar to those already in the 
tutor. This task is simplest for buggy, model-tracing, and 
constraint-based tutors. Their models typically use generic 
rules or constraints that still apply to new problems, with 
few or no changes needed (Kodaganallur et al., 2006). 
Overlays, Bayesian networks, and other classifiers may 
need small changes to address the new material. Finally, 
example-tracing systems are the least able to handle new 
content: even when new problems have the same struc-
ture and meaning as existing items, they still require new 
examples to describe correct and buggy solutions. 

Another reuse task that practitioners might face is rede-
ploying an ITS to a new audience. The misconceptions 
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to support microadaptation, and consequently, overlay 
models and classifiers are poor choices. Example-tracing 
systems offer moderate microadaptive capabilities, and 
they are attractive for their low minimum costs. These 
may be a good choice for deploying a new ITS quickly 
or in a series of quick development cycles. However, for 
long-running or widely deployed projects, example-
tracing systems have a disadvantage because they cannot 
be easily generalized to new contexts. Buggy models, 
in general, also suffer from generalization issues, and in 
addition there is little published support for their efficacy.

For involved projects, model-tracing or constraint-based 
tutors may represent the best microadaptive models. Both 
of these tutors boast excellent instructional outcomes, 
and both offer good reusability. Constraint-based tutors 
may have a slight edge in development costs over model-
tracing tutors, and it is possible that they would be better 
suited to some projects that involve poorly defined or 
open-ended domains. For these reasons, both model-
tracing and constraint-based tutors are good choices for 
many ITS projects, and constraint-based systems may be 
the (slightly) better option under certain conditions.

Conclusion

An ITS is a teaching tool, designed to enhance students’ 
learning beyond other methods of instruction (such as 
completing homework or participating in classroom-based 
lectures). As a collective technology, ITSs have been quite 
successful, and students who use these adaptive software 
systems often perform around one letter-grade better than 
those receiving conventional educational interventions or 
non-adaptive computer-based instruction. 

Intelligent tutors contain learner models, which enable 
the systems’ adaptations. Broadly speaking, the most effec-
tive learner model types appear to be constraint-based 
and production-rule (model-tracing) systems. Overlay 
models have also been effective in limited contexts such as 
closed, clearly defined domains where instruction requires 
mainly macroadaptive interactions.

Intelligent tutors, however, can be costly to create. 
Highly effective learner models built with constraints and 
production rules have particularly high development 
costs. In contrast, example-tracing and classifier-based 
systems can be developed for relatively little cost, some-
times an order of magnitude less than the more complex 

feasible, the combination of micro- and macroadaptation 
will likely have the most impact on learning (Shute, 1992).

Macroadaptation 
In the absence of special considerations, a simple overlay 

model is sufficient to estimate learners’ knowledge for 
macroadaptation. Several other model types described 
here are more sophisticated, but do not seem to substan-
tially improve the learning effects of a macroadaptive ITS. 
Further, two model types described here cannot directly 
support macroadaptation. 

First, model-tracing systems do not track the relation-
ships between abstract skills and problem progress 
(Anderson et al., 1995), so modern model-tracing tutors 
typically require a secondary model to handle macroad-
aptation. When used in conjunction with model-tracing, 
practitioners call this kind of macroadaptive model 
“knowledge tracing.” Knowledge tracing in the ACT 
Programming Tutor for LISP, a typical implementation, is 
accomplished with an overlay model that is updated using 
Bayesian probabilities (Corbett & Anderson, 1995). An early 
comparison of students using the LISP tutor either with 
or without the knowledge-tracing component showed 
assigning problems with knowledge tracing resulted in 
improved learning with an effect size of 0.89 (Corbett, 
2001). Knowledge tracing significantly improves the 
impact of cognitive tutors, but it also requires additional 
development work—one practitioner estimated that 
knowledge tracing took 48 hours to develop for each hour 
of interaction, while another estimated a 450:1 cost ratio 
(Folsom-Kovarik et al., 2010). Furthermore, the best way to 
implement knowledge tracing remains an active research 
question (Baker, Corbett, & Aleven, 2008).

Like model-tracing systems, constraint-based tutors do 
not directly model the user, and as such, cannot support 
traditional macroadaptation. However, practitioners have 
repurposed constraint sets to act similarly to overlay 
models, giving a constraint-based tutor the ability to 
select which problem to present. In one instance, using 
constraints in this way doubled students’ rate of improve-
ment between the first and the second time the tutor 
tested a constraint (Martin & Mitrovic, 2002).

Microadaptation
To deliver effective microadaptation, a learner model 

should contain sufficient detail to model learner actions 
within a single task. More abstract models are less able 
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Limitations
Many factors contribute to the learning gain an ITS can 

realize—from the range of interventions at its command 
(e.g., Koedinger & Aleven, 2007; Wang, Johnson, Rizzo, 
Shaw, & Mayer, 2005) to the conduciveness of the learning 
environment outside the tutor (Kirkpatrick & Kirkpatrick, 
2006, pp. 23-25). We make the simplifying assumption 
that the practitioners creating a new ITS will improve 
these other factors to the greatest extent possible and only 
discuss the choice of a learner model for the new system. 
We assume that the successes of each ITS as a whole can 
represent a proxy by which to judge its learner model. Of 
course, in reality the causation is far less direct. Despite 
these limitations, we hope this succinct review gives valu-
able real-world information that helps practitioners make 
decisions about which type of learner model to select 
when developing a new adaptive instructional system.  

constraint-based and production-rule systems. Hence, 
although they are, perhaps, not the most effective learner 
modeling approaches, depending on project needs, 
example-tracing and classifier-based systems may offer 
the best return on investment.

Table 1 summarizes the characteristics of ITS learner 
models discussed in this article; this information should 
be interpreted heuristically. Although all of the data in the 
table are derived from published accounts of empirical 
investigations (cited in the text of this paper), we have only 
reported the best values derived from various sources—
the lowest reported development costs and highest 
reported effect sizes. Additionally, given the number of 
variables affecting a learning system’s success and creation 
costs, the values presented can only offer rough, “ballpark” 
insights for future development efforts. 

Student 
model

Lowest 
reported 

development 
to learning 
time ratio

Highest 
reported 
effect on 
learning

Typical 
model 
detail

Open-
ended and 
ill-defined 
domains

Generalization 
and reuse

Macro- and
micro-adaptation

Production 
rules and 
model tracing

200:1
1.2, compared 
to classroom 
learning

High Poor Good Micro

Perturbation 
and buggy 
models

133:1 Not significant High Poor Some Both

Example 
tracing

18:1

0.75, 
compared 
to paper 
homework

Moderate Poor Poor Micro

Constraint-
based models

220:1

1.3, compared 
to work 
without 
feedback

Moderate Good Good Micro

Bayesian 
networks 
and other 
classifiers

30:1

0.7, compared 
to work 
without 
feedback

Low

Poor; good 
with case 
library 
approach

Some; good with 
machine learning 
approaches

Both

Overlay 
models

24:1

1.02, 
compared to 
on-the-job 
training

Low Poor Poor Macro

Table 1. Heuristic data on ITS learner model types 
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ABSTRACT

Modeling and simulation (M&S) underpin the devel-
opment and application of vital capabilities that can be 
realized in no other way.  These capabilities that M&S 
delivers provide real value to the nation as a whole; to the 
Department of Defense and other Government depart-
ments; to industry; and to scientists and engineers.  The 
bottom line is that people need to get things done, and 
M&S is the go-to tool for enabling actions.

Efforts at measuring the value of M&S have been 
sporadic and inconclusive due to a variety of issues.  Many 
approaches have concentrated on measuring M&S activi-
ties.  However, we believe that decision makers do not care 
about M&S per se, but that they do care about and desper-
ately need the capabilities that M&S can deliver.  This paper 
focuses on the value provided to decision makers by these 
M&S capabilities.

We have developed and started applying a framework 
for determining the value of M&S to decision makers.  Our 
goal is to use this framework to communicate an under-
standing of value to these same decision makers and M&S 
stakeholders.  The framework, based on a hierarchy of deci-
sion makers, encompasses M&S usage in four tiers: society/
government, enterprise, community, and program.  We are 

currently investigating ways to specify the value that M&S 
provides stakeholders at each of these tiers.  Values include 
the ability to perform, improvements in performance, 
savings of lives, cost avoidance, return on investment, assur-
ance, reliability, interoperability, re-use, and availability of 
resources.

This paper begins with an overview of applications of 
M&S supporting decision makers.  It then defines M&S for 
our purposes, describes the uses of M&S, and defines the 
value of M&S.  This is followed by a specification of a hier-
archy of decision makers using M&S and then a discussion 
of value and the metric return on investment (ROI).  Next, 
the paper introduces the framework for the value of M&S, 
provides examples of decision makers at different tiers 
within the hierarchy, and introduces the concept of the M&S 
Value Network.  The paper concludes by offering many addi-
tional examples of M&S usage and value that illustrate the 
utility of this framework and the importance of articulating 
M&S value within this framework.
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Economics of M&S, cost ef fectiveness, return on 
investment
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capabilities that M&S tools can deliver together with an 
appreciation of how these capabilities contribute to solving 
our most critical national challenges.  That is, decision 
makers need to understand M&S value.

Consequently, the MSIAC has initiated an effort to under-
stand the value of M&S and to communicate this value to 
decision makers and M&S stakeholders.  As a first step, we 
have developed a framework based on tiers of decision 
makers who rely on M&S.  This framework stratifies the 
values that decision makers receive from M&S and permits 
investigators to “drill down” into specific sets of users.  
Section 2 starts with a definition of M&S for our purposes, 
describes the uses of M&S, and then defines the value of 
M&S.  Next, Section 3 presents the hierarchy of decision 
makers using M&S.  Section 4 discusses M&S value, details 
one important metric – return on investment (ROI), and 
then indicates why ROI should not be considered as the 
universal metric for M&S.  Following this, Sections 5 and 6 
introduce the framework for the value of M&S and provide 
examples of value at different tiers within the framework’s 
hierarchy.  Section 7 introduces the concept of the M&S 
Value Network.  Finally, Section 8 provides additional exam-
ples of M&S usage and value that indicate the utility of this 
framework approach.

M&S, Use of M&S, and the Value of M&S

We define M&S as “an organized approach for inves-
tigating, interpreting, understanding, and practicing 
real-world behaviors, situations, and processes.”  M&S can 
represent current or anticipated systems, people, processes, 
and environments in a consistent fashion for developing 
insights, specifications, predictions, and skills to improve 
design, construction, training, or operation.  M&S is used to 
support decision makers by:
•	 elucidating results, 
•	 envisioning effectiveness, 
•	 enabling actions, 
•	 enhancing capabilities, or 
•	 evoking/replicating real experiences.  

As in economics, politics, and sociology, we consider 
“value” to be a measurement that assesses the degree to 
which something meets the needs or influences the deci-
sion making of a group.  Consequently, for defining the 
value of M&S, we follow [1] and define value as “the worth 
of M&S based on the wants and needs of the members 
of society.”  This approach corresponds to the subjective 
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Introduction

Modeling and Simulation (M&S) is critical for our nation.  
M&S supports meeting security challenges by enhancing 
our economic competitiveness, our energy indepen-
dence, the health of our environment and the health of 
our citizens, and, of course, our national defense.  Some 
examples of specific capabilities underpinned by M&S 
include crisis prediction, response to natural disasters, 
transportation planning, and support to the warfighters 
and first responders, both in the field and in transit.  The 
contributions of M&S to the medical health of our nation 
include not only pandemic response, but also support to 
developing new drugs for treating devastating diseases 
and developing new prosthetics for returning our wounded 
warfighters to independence.  M&S also extends the reach 
of our medical experts into dangerous areas of operation 
and into underserved areas of our own country.  In short, 
M&S saves and repairs lives, saves taxpayer dollars, and 
improves our operational capabilities.  

M&S delivers real value to the nation as a whole, to the 
Department of Defense and other Government depart-
ments, to industry, and to scientists and engineers.  The 
bottom line is that people need to get things done, and 
M&S is the go-to tool for enabling actions.  While the use of 
M&S is ubiquitous, there have been few systematic inves-
tigations into ways to describe the value M&S provides.  
Efforts at describing this value have been sporadic and 
inconclusive due to a variety of issues.  Although decision 
makers may neither care about nor acknowledge M&S 
tools per se, they do care about (and desperately need) the 
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Specifically, we stratify decision makers supported by 
M&S into four tiers (see Figure 2).  At the highest level, M&S 
supports decisions at the society/government tier.  The deci-
sion makers here include members of the U.S. Government 
Executive Branch and members of Congress.  The enterprise 
tier is the second level.  For the DoD, the decision makers at 
this tier include the leaders of the Combatant Commands 
(COCOMs), Joint warfighters, and the Service M&S office 
directors (e.g., Army Modeling and Simulation Office – 
AMSO, Navy Modeling and Simulation Office – NMSO, 
Air Force Agency for Modeling and Simulation – AFAMS).  
Below this is the community tier.  This tier is introduced 
specifically to account for the decision makers in the seven 
“communities enabled by M&S” that comprise a portion of 
the DoD M&S governance structure [3].  

 

Society / Government

Enterprise

Community

Program

Figure 2 – Hierarchy of Decision Makers

At the fourth level, M&S supports decisions at the 
program tier.  This contains much of where the “rubber” of 
M&S meets the “road” of program applications and includes 
the decision makers in individual acquisition programs such 
as Joint Strike Fighter (JSF), specific M&S programs such as 
Joint Integrated Contingency Model (JICM) and Synthetic 
Theater Operations Research Model (STORM), most of the 
industry and academic research and development (R&D) 
efforts supporting enhancements to M&S, and the manufac-
turing community (both hardware and software).  Examples 
of decision makers at these varying tiers are provided in 
Table 1.

theory of value in economics where value is not considered 
to be something intrinsic to a particular application of a 
tool, but is accrued only because that tool provides some-
thing of worth to the society that uses it.  Consequently, 
we are not concerned with “activity metrics” (the number 
of times something occurs) but instead we will attempt 
to account for the value of M&S through the worth of 
the results that it supports at the tier(s) of society under 
examination.  

These tiers of society are the basis for a hierarchy of M&S 
users that is presented next.

Hierarchy of Decision Makers Using M&S

Since M&S is both pervasive and ubiquitous, we believe 
that it is unreasonable to consider M&S users to be a homo-
geneous bloc.  Decision makers operate in differing environ-
ments, they are very specialized and focus on their specific 
issues, and these issues vary from one decision-maker to 
another.  Because of this, we introduce a hierarchy of users 
who rely on M&S to support decisions and use this hierarchy 
to further our investigation into understanding the value 
of M&S.  This stratification is adopted from methodology 
developed in [2] and is analogous to the usual partitioning 
of models into four tiers corresponding to their scope: 
campaign models, mission models, engagement models, 
and system models (Figure 1).  

 

Campaign

Mission

Engagement

System

Figure 1 – Hierarchy of Models
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without either omitting inputs or missing opportunities to 
expand on identified worth.

The next section discusses these values.

Value and the Return on Investment (ROI)

We have equated the value of M&S to the worth of the 
results that it supports.  Our next step is to describe the 
value supplied by M&S to decision makers.  Some possible 
values for the capabilities provided by M&S include, but are 
certainly not limited to: 
•	 the ability to perform, 
•	 improvements in performance, 
•	 savings of lives, 
•	 cost avoidance, 
•	 return on investment, 
•	 assurance, 
•	 reliability, 
•	 interoperability, 
•	 re-use, and 
•	 availability of resources.  

Note that none of these values applies across the entire 
hierarchy of decision makers.  As will be presented in 
Section 6, some of these values are more suited for applica-
tion at the higher tiers, and others at the lower tiers.

One commonly applied metric for measuring the value 
of M&S (and of other technologies/programs) is Return on 
Investment, or ROI.  There are many essentially equivalent 
definitions for ROI, but an interesting one is given in the 
DoD glossary for training [4], which states that ROI is “the 
savings that accrue, usually over a predetermined period 
of time, either through cost avoidance or savings in time, 
money, personnel, or other resources, by an up-front 
investment in a … program.”  We note the explicit recogni-
tion of cost avoidance in this definition since many other 
definitions of ROI focus exclusively on monetizing all the 
returns and consider only money savings.  However, even 
our broader definition does not include all of the aspects of 
value or worth that we argue must be considered, especially 
at the higher decision-maker tiers.

There are additional issues to consider when investigating 
the applicability of ROI for government organizations [2].  
Government accounting characteristics are different than 
commercial business practices; they vary in areas such 
as the lack of profit incentive, distribution of bill-payers 

Decision-
Maker Tier

Examples of Decision Makers 
at Tier

Society / 
Government

•	 Legislative Branch (Senate, House of 
Representatives)

•	 Federal Agencies (DoD, NASA, DOE, 
DHS, …)

•	 Other Government (State, Local, 
Regional, …) 

•	 Organizations (SISO, SCSI, IEEE, 
…), Academia, Industry (Medicine, 
Manufacturing)

•	 Foreign Governments
•	 Allied Coalitions

Enterprise

•	 COCOMs
•	 Senior OSD Decision Makers 
•	 Service Office Directors, Leaders, 

Champions for Service M&S

Community

•	 Leaders of M&S-Enabled Communities 
(Currently: Acquisition, Analysis, 
Experimentation, Intelligence, 
Planning, Testing, Training)

Program

•	 Simulation Developers
•	 Acquisition Program Managers (JSF, 

DD-1000, …)
•	 Simulation Program Managers (JICM, 

STORM, ITEM, NSS, OneSAF, …)
•	 M&S Tools, Data, Services (DoD 

M&S Catalog, Environmental Data 
Cube Support System, Rapid Data 
Generation,  …)

Table 1 – Examples of Decision Makers at Varying 
Decision-Maker Tiers

We note that there are not clean separations between 
the various tiers of decision makers in the hierarchy.  That 
is, individual decision makers could easily be placed in two 
(or even three) of the tiers.  This matches the situation for 
the modeling hierarchy (Figure 1), where the models there 
can also span multiple tiers.  We also note that one could 
easily propose alternate hierarchies differing in the number 
of tiers or in the definitions for the tiers.  However, our major 
point in this paper is the absolute need to stratify the deci-
sion makers so that what is important about M&S to each of 
them can be identified and then measured in the decision 
maker’s own context.  We believe that the primary utility 
of this hierarchy (and the framework described below) is to 
organize our thoughts for preparing to tackle the real issues 
of determining values for the major stakeholder groups, 
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the worth these decision makers derive from M&S to be 
represented by a single value.  This perspective suggests a 
framework designed specifically to account for the differen-
tiation of values.  This simple framework, presented in Table 
2, explicitly recognizes the tiers corresponding to the deci-
sion-maker hierarchy and separates the values provided by 
M&S to the decision makers at each tier.  We believe that this 
approach is the key both to advancing the understanding 
of M&S value and to communicating this understanding to 
the decision makers themselves.

Decision Maker 
Tier

Values of M&S at 
Decision-Maker Tier

Society / 
Government

Value of M&S at the Society / 
Government Tier

Enterprise Value of M&S at the Enterprise Tier

Community
Value of M&S at the Community 

Tier

Program Value of M&S at the Program Tier

Table 2 – The Value of M&S Framework

The next section supplies some explicit examples of 
values at the various tiers.

Examples of Value at Different 
Tiers in the Hierarchy

This section adds content to the framework introduced 
above for measuring the value of M&S.  Table 3 presents 
suggested examples of values for different tiers of deci-
sion makers.  As shown in the table, there are significant 
differences in the values of M&S at the different decision 
maker tiers.  (Of course, that is the reason for building 
the framework and hierarchy in the first place.)  Since the 
society/ government decision makers tend to concentrate 
on making go/no-go decisions and reducing risk and uncer-
tainty, the values of M&S they use include the basic ability 
to perform a mission or operation, the ability to perform 
the mission or operation within critical time constraints, the 
ability to improve the performance of a mission or opera-
tion, the reduction of risk, the reduction of uncertainty, and 
the savings of lives.  

and value recipients, and intangible value recovery over 
indefinite timeframes.  Consequently, we believe that even 
though ROI can be a useful metric for value in specific situ-
ations, we believe that ROI cannot be used as the single 
metric for measuring value at all tiers. 

The following illustrates and clarifies some of the differ-
ences between value at the higher tiers and ROI.  The basic 
scenario is a contemplated purchase of a routing/planning 
system for your car.  The available systems are either a 
standalone GPS system or an equivalent app for your smart-
phone (both based on M&S!).  So, (1) how do you decide 
whether or not to buy a system (at all), and (2) how do you 
decide which approach, brand or model is best for you?  
We believe that you make the basic decision of whether 
or not to buy based on the worth (value) to you in being 
able to plan routes and estimate arrival times efficiently.  
Since these M&S-based systems are the only way that you 
will be able to perform these functions (outside of having 
permanent reach-back to an automobile association or of 
hiring a full time “shotgun” who is not only adept at finding, 
unfolding, reading, and re-folding maps, but also can 
perform amazing real-time mental calculations), your deci-
sion to purchase is based on your need to perform, and the 
performance is M&S value.  Granted, cost should be consid-
ered, at least implicitly, since you will (eventually) have to 
pay the bill for the system.  Now that the fundamental value 
– ability to perform – has been specified, you can make the 
choice of which brand of GPS system or smartphone app 
to buy.  This choice can be supported by considering ROI 
where the return (value) involves an estimate that combines 
the worth of the units’ specific features and their ease of 
use, and the investment is the actual amount you will pay to 
obtain these features from the differing systems.

The bottom line is that the value of the M&S-based 
system accrues from the capability to perform, while the 
concept of ROI enters later in making a specific choice.

 The next section introduces the framework combining 
the hierarchy of decision makers and the corresponding 
values.

The Framework for the Value of M&S

The analysis of the tiers of decision makers presented in 
Section 3 indicates that it is unrealistic to consider the deci-
sion makers who rely on M&S to be a homogeneous bloc.  
Similarly, Section 4 shows that it is unrealistic to consider 
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the program tier, the values for M&S also include improving 
the usual “ilities” such as maintainability and reliability.

The M&S Value Network

In the modeling hierarchy (Figure 1), the inputs to models 
in a higher tier are usually based on the measures of effec-
tiveness output by elements in the lower tiers.  We believe 
that an analogous data flow occurs between the tiers of the 
framework for value of M&S: values at lower tiers support the 
values at higher tiers.  For example, the values of uncertainty 
reduction and risk reduction are supported by the values 
of ilities such as reliability and maintainability.  Similarly, at 
the higher tiers, the value of the basic ability to perform is 
supported by the value of improved interoperability.  

This flow of values, together with the values within the 
tiers, forms what we refer to as the M&S Value Network (see 
Figure 3). As we continue expanding our effort reported in 
this paper, we expect to develop more details that illustrate 
this M&S value network.  We also anticipate that the study 
of the value interactions forming this network may be as 
important as the study of the values themselves, as it is 
the network that indicates how the members of each tier 
communicate their perceived value of M&S to those of the 
other tiers.

Figure 3 – M&S Value Network

Additional Examples of M&S Value 

This section offers additional examples illustrating uses of 
M&S by decision makers in the tiers of the framework hier-
archy.  By taking these examples primarily from documents 
or statements produced by decision makers themselves, 
this section offers additional insight into the capabilities of 
M&S to provide value.  These examples focus at the top tier 
and indicate that a large part of M&S value corresponds to 
enabling capabilities that can be realized realistically only 
through applying M&S.  

Decision 
Maker Tier

Examples of Value of M&S 
at Decision-Maker Tier

Society / 
Government

•	 Basic Ability to Perform a Mission
•	 Ability to Per form a Mission 

Within Time Constraints
•	 Ability to Perform Better
•	 Reduction of Risk 
•	 Reduction of Uncertainty
•	 Savings of Lives
•	 Reduction of Cost

Enterprise

•	 Ability to Perform in Limited Time
•	 Ability to Perform Better
•	 Reduction of Risk 
•	 Reduction of Uncertainty
•	 Improved Interoperability
•	 Reduction of Cost
•	 Savings of Lives 
•	 Improved Re-use
•	 Reduced Duplication

Community

•	 Reduction of Risk 
•	 Reduction of Uncertainty
•	 Ability to Perform Better
•	 Improved Interoperability
•	 Reduction of Cost
•	 Cost Effectiveness
•	 Return on Investment
•	 Improved Re-use
•	 Reduced Duplication

Program

•	 Reduction of Risk 
•	 Reduction of Uncertainty
•	 Ability to Perform Better
•	 Savings of Lives 
•	 Improved Interoperability
•	 Reduction of Cost
•	 Return on Investment
•	 Cost Effectiveness
•	 Improved “ilities”

Table 3 – Examples of Value at Varying 
Decision- Maker Tiers

At the enterprise tier, the values for M&S also include 
improvements in interoperability and reductions in cost.  At 
the community and program tiers, values for M&S relating 
to cost, cost effectiveness, and ROI are important.  Finally, at 
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fit for this situation.  We note that at this tier there is also a 
great need to communicate the value of M&S to further 
investments and advancements.

From [7], “the massive economic recovery package was 
designed largely on the basis of predictions developed 
using products of the M&S industry.”  The values here for 
decisions made at the society/government tier include the 
basic ability to perform a mission, ability to perform better, 
reduction of risk, and reduction of uncertainty.

Again from [7], “the Department of Energy (DOE) has 
initiated the Advanced Simulation & Computing (ASC) 
campaign, using high-performance simulations to tackle 
a wide variety of scientific issues such as the safety of the 
nuclear stockpile and the development and improvement of 
alternative energy sources.  This vital issue involves decision 
makers at the society/government, enterprise, and program 
tiers.  The values directly include the basic ability to perform 
a mission, reduction of risk, and reduction of uncertainty.  
Other values could include cost, cost effectiveness, and 
return on investment. 

Again from [5], M&S provides “Combatant Commanders 
and supporting agencies with the ability to understand 
complex interactions, to apply emerging technological 
capabilities as force multipliers, and to imagine the yet-to-
be-imagined for providing innovative solutions to meet 
national security challenges.”  The values for these enterprise 
tier decision makers include the ability to perform in limited 
time, ability to perform better, reduction of risk, and reduc-
tion of uncertainty.

For the Service components of a Joint task force 
(enterprise tier), decision makers use M&S capabilities to 
“synchronize, learn, and practice or train more effective 
tactics, techniques and procedures for applying complex 
systems as force multipliers to succeed on the battlefield 
against a man-made event or during support relief to a 
natural disaster or incident”  [5].  The values here include 
the ability to perform better, reduction of risk, reduction of 
uncertainty, and improved interoperability.

Once again from [5], “the Department uses M&S to 
provide insights and predictions for the performance of 
current or anticipated systems for improving design and 
construction, training, and operations.”  These M&S capabili-
ties are at the program tier and the corresponding values 
include reduction of risk, reduction of uncertainty, ability to 

These examples also indicate the need to communicate 
these values: the ability to articulate the value of M&S to 
society is just as necessary as determining its value.  For 
example, in the society/government tier of decision makers, 
Congressional members need to communicate the value of 
M&S to their constituents and fellow members of govern-
ment to maintain required funding for M&S research and 
development.  Similarly, members of Congress have chal-
lenged the DoD M&S community to communicate in simple 
terms the importance of M&S as a nationally critical tech-
nology so they can continue their support. This communi-
cation must also demonstrate to the average person how 
M&S technologies solve our Nation’s major issues, rather 
than dwelling on the technical details of what comprises 
an M&S technology. 

For DoD (society/government tier), [5] states that “DoD 
has made a firm commitment to leverage M&S by planning 
and implementing a broad range of initiatives that apply 
this national critical technology to saving lives, preserving 
taxpayer dollars, and increasing operational capabilities.”  
The values corresponding to these M&S capabilities include 
the basic ability to perform a mission, ability to perform a 
mission within time constraints, ability to perform better, 
reduction of risk, reduction of uncertainty, and savings of 
lives.

The same document [5] continues with “the Department 
cannot function ef fectively without M&S; from the 
commanders in the field, through the acquisition execu-
tives, to the research and development institutions, the 
Department depends on capabilities, insights, and under-
standings enabled by M&S.”  Again, the values for these 
society/government tier decision makers encompass all of 
those noted immediately above.

 
Also from [5], “M&S enables strategic operations and 

support functions to our military, aids plans for national 
disaster responses and emergency preparedness, fosters 
and maintains our strategic partnerships, and enhances 
global economic competitiveness.”  The values for these 
top-tier decision makers include the basic ability to perform 
a mission, ability to perform better, reduction of risk, and 
savings of lives.

For a member of the U.S. Congress (society/ government 
tier), a value of M&S is its “capability to support good, high-
paying jobs in a member’s district” [6].  Clearly, there are 
alternatives for obtaining this value, so ROI might be a good 
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We anticipate that our results, based on the framework 
described in this paper, will mitigate many of the existing 
problems that have surfaced in previous attempts to quan-
tify the value of M&S.  This paper has proposed a workable 
framework, provided examples of decision makers at the 
various tiers, and provided examples of M&S values at these 
tiers.  Our next steps are to continue refining and popu-
lating this framework with M&S values that are meaningful, 
can be measured, and will communicate the essentialness 
of M&S.  Future papers will also describe the M&S value 
network – interactions between tiers that support the 
measurements of M&S value, and the role of outreach in 
promoting M&S and enhancing its value.
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perform better, improved interoperability, reduction of cost, 
return on investment, cost effectiveness, and better “ilities.”

For planners at the program tier, decision makers use 
M&S to support “cross-organization collaboration” and the 
capability to “broaden the scope of responses without the 
prohibitive outlay of resources that a non-M&S approach 
would require” [5].  The values include the ability to perform 
better, improved interoperability, reduction of cost, and 
cost effectiveness.

From [7], “the most common application of M&S in the 
Justice system is in the area of accident reconstruction. 
The development of M&S applications to study incidents in 
the transportation sector has become quite common. For 
significant events, such applications of M&S are essentially 
mandatory to demonstrate the sequence of events and to 
help establish cause.”  The decision makers in the Justice 
system cited here span several of the tiers of the frame-
work and the values include the basic ability to perform a 
mission, ability to perform better, reduction of risk, and the 
reduction of uncertainty.  We also suggest that additional 
values should include reduction of cost, cost effectiveness, 
return on investment, and better “ilities.”

We end this section with two additional examples at the 
enterprise tier, namely weather forecasting and the insur-
ance industry.  Both of these endeavors are wedded to M&S 
technology primarily because there are no other viable 
approaches to support their effectiveness.

In summary, these examples indicate that the values at 
the various tiers differ from one another, and that the values 
at the highest society/government tier in the framework are 
more heavily involved with the basic ability to perform a 
mission or an operation, and not with ROI.

 
Next Steps

M&S is an enabler to our country in many ways.  This 
paper has presented the first steps in our effort for under-
standing M&S value.  Our goal is to identify and elucidate:
•	 who is the recipient of M&S value, 
•	 what is the value added by M&S to the recipient, 
•	 why does M&S add value, 
•	 how does M&S add value, and 
•	 where does M&S add value?  
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